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We consider the problem of energy transport in a Davydov model along an anharmonic crystal medium 
obeying quartic longitudinal interactions corresponding to rigid interacting particles. The Zabusky and 
Kruskal unidirectional continuum limit of the original discrete equations reduces, in the long wave 
approximation, to a coupled system between the linear Schrödinger (LS) equation and the modified 
Korteweg–de Vries (mKdV) equation. Single- and two-hump bright soliton solutions for this LS–mKdV 
system are predicted to exist by variational means and numerically confirmed. The one-hump bright 
solitons are found to be the anharmonic supersonic analogue of the Davydov’s solitons while the two-
hump (in both components) bright solitons are found to be a novel type of soliton consisting of a 
two-soliton solution of mKdV trapped by the wave function associated to the LS equation. This two-
hump soliton solution, as a two component solution, represents a new class of polaron solution to be 
contrasted with the two-soliton interaction phenomena from soliton theory, as revealed by a variational 
approach and direct numerical results for the two-soliton solution.

© 2018 Elsevier B.V. All rights reserved.
1. Introduction

The polaron concept, first introduced by Landau [1] and then 
by Pekar [2], describes how an electron polarizes its surrounding 
field to deform it and to act as a complete unit, namely a quasi-
particle. In the problem of polaron formation, the energy transfer 
along a crystal lattice (mainly thought of as a lattice of phonons) 
considers that the electron motion causes a lattice deformation 
surrounding it, thus producing a local polarization of the lattice, 
both in the Holstein [3,4] and Davydov [5,6] approaches for on-
site non-dispersive and longitudinal dispersive lattice interactions, 
respectively.

For the polaron motion, or high-polaron, the electron has to 
drag a cloud of phonons thus virtually increasing its mass and 
slowing/hampering its motion. Davydov studied this problem in 
the context of protein chain deformation [7]. In Davydov’s ap-
proach, the lattice of phonons (or hydrogen bonds) is originally 
considered in the harmonic limit for longitudinal lattice interac-
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tions while the deformation (relative displacement) in the lat-
tice, caused by the electron–lattice interaction, is proportional 
to the electron’s energy. For this type of lattice and electron–
lattice interactions, Davydov and Kislukha [8] originally found the 
self-trapping and propagating mechanisms for the energy trans-
fer along a polypeptide chain of proteins and explained how the 
transferring electron (described by its wave function) digs its hole 
in the lattice (as a soliton wave) and drags it at subsonic velocities. 
The compound wave consisting of a localized wave function plus a 
soliton wave is so called Davydov’s soliton.

Davydov and Zolotaryuk [9], proposed an improvement to his 
model and considered cubic lattice–lattice interactions as anhar-
monic longitudinal corrections. These corrections allow the lat-
tice to be valid for larger relative displacements giving rise to 
new phenomena in the polaron dynamics and preventing from 
closing the nearest particles each other as opposed in the har-
monic limit where nearest particles can pass through each other 
leading to an unphysical situation. The most remarkable effect is 
that now the lattice deformation drags the electron and moves 
it at supersonic velocities, due to the anharmonic lattice interac-
tion proper to shock waves in discrete media [10,11]. The two-
directional wave motion of the continuum limit for the energy 
transfer on a cubic anharmonic discrete medium corresponds to a 
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type of Schrödinger equation coupled to the Boussinesq equation. 
Although the Schrödinger–Boussinesq system becomes linearly un-
stable, Davydov et al. [9] and Gaididei et al. [12] found exact solu-
tions traveling at subsonic and supersonic velocities, the so-called 
Davydov solitons of first and second kind respectively. It is worth 
mentioning that Gaididei et al. actually found a type of supersonic 
solution with a two-hump profile that they numerically checked 
to exist in the corresponding cubic discrete medium resulting in 
the breathing of the two humps. However, the authors were un-
able to find the corresponding solution in the continuum medium 
counterpart due to linear instabilities. They interpreted the lead-
ing hump as the one that the anharmonic medium creates when 
dragging the electron, while the second hump is created as a tun-
neling effect of such electron. For the stable one-directional con-
tinuum limit of cubic anharmonic lattice interactions, Cisneros-Ake 
et al. [13] found a type of Schrödinger equation coupled to the KdV 
equation supporting bright and dark solitons of the first and sec-
ond type as exact solutions of the coupled system. The relevance 
of this work, in addition to having a linearly stable continuum sys-
tem, is the finding of a new type of dark soliton solution (of the 
second kind) having two humps in shape, thus complementing the 
findings of previous works. Furthermore, the authors of Ref. [13]
were unable to find two-hump bright solitons in their LS–KdV 
system, which is the natural unidirectional stable limit of the LS–
Boussinesq system studied by Gaididei et al. [12]. Thus showing 
remarkable differences between LS–KdV and LS–Boussinesq even 
though both of them are derived from the same transfer problem 
along a cubic crystal lattice.

On the other hand, it is important to discuss some of the ideas 
presented in the fundamental work of Gaididei et al. [12]. They 
mention that the asymptotic limit of their two-hump supersonic 
soliton solution (when the two humps are far away each other), in 
their Schrödinger–Boussinesq coupled system, corresponds to the 
KdV or Boussinesq two-soliton solution. However, according to the 
soliton theory, it becomes impossible for an interacting two-soliton 
solution to become trapped (when they collide) forming an entity 
of two humps. Thus, a remarkable discovery of Gaididei et al. is 
that, for their two-hump solution, this kind of mechanism is pos-
sible, thanks to the wave function of the coupled system, although 
they were unable to study it in the continuum system due to linear 
instabilities and thus were not able to explain the full dynamics.

To complement the ideas developed so far in the previous 
works, we consider the problem of energy transfer along an anhar-
monic crystal lattice with quartic lattice–lattice interactions in the 
Davydov’s approach. Following the Zabusky and Kruskal continuum 
limit for unidirectional propagation, we find a coupled system be-
tween the Schrödinger and mKdV equations, as stated in Section 2. 
Although the KdV and mKdV equations have many similarities like 
complete integrability and so on, they also present some differ-
ences. For instance, mKdV supports breather solutions while KdV 
does not. Also, the soliton polarity in mKdV can be both positive 
and negative while in KdV just positive or negative. We will take 
advantage of this property to look for supersonic polaron solu-
tions in the coupled system under study to find novel families, 
in the sense of the new proposed nonlinear interactions, of multi-
hump solutions not presented in the Schrödinger–KdV system of 
Ref. [13].

Since our coupled Schrödinger–mKdV system is likely to be not 
integrable and that no exact solutions can be found following the 
traveling wave method developed in Refs. [12,13], we thus make 
use of the variational approach in Section 3 to predict the polaron 
formation and its dynamics. A further numerical and variational 
analysis shows that we are actually able to find branches of soli-
tons with one and two humps. We corroborate these findings by 
employing direct numerical methods in Section 4. In order to de-
scribe the full dynamics of the two-hump soliton solutions, we 
complete our variational approach in Section 5 by considering two-
soliton profiles as trial functions to show that the wave function 
acts as an umbrella that may trap a two-soliton solution of the 
mKdV equation. We finish our numerical and variational analysis 
by using a Newton’s method in the traveling frame to show the 
existence of our multi-hump solutions that, after full numerical in-
tegration, seem to be dynamically stable. In the last section we 
present a discussion and conclusions of our findings.

2. Equations of motion

Let us consider the problem of electron transfer along a me-
chanical crystal lattice with quartic longitudinal interactions in 
Davydov’s approach. Such problem is described by slightly mod-
ifying H ph in the well known Hamiltonian H = Hel + H ph + Hel-ph

provided by Davydov, where:

Hel =
∞∑

n=−∞

[
ε0u∗

nun − J
(
u∗

nun+1 + u∗
n+1un

)]
, (1)

H ph =
∞∑

n=−∞

[
M

2
ẏ2

n + W

2
(yn+1 − yn)

2 + βW

4
(yn+1 − yn)

4
]

,

(2)

Hel-ph =
∞∑

n=−∞
χu∗

nun (yn+1 − yn−1) , (3)

are the Hamiltonians for the electron, the phonons (lattice), and 
the electron–phonon interaction, respectively. The physical param-
eters ε0 and J are the energy of the electron and the transfer 
or hopping term for the electron to move from one site to its 
nearest neighbor. On the other hand, the parameters M and W
represent the mass and the elasticity constant for all the phonons, 
while β > 0 provides the anharmonicity correction to the lattice–
lattice interactions for the longitudinal displacements and χ gives 
the strength of the electron–phonon interaction.

The corresponding equations of motion, associated to the pre-
vious Hamiltonian, are expressed in the form,

ih̄
dun

dt
= − J (un+1 − 2un + un−1) + χ (yn+1 − yn−1) un, (4)

M
d2 yn

dt2
= W (yn+1 − 2yn + yn−1)

{
1 + β

[
(yn+1 − yn−1)

2 (5)

− (yn − yn−1) (yn+1 − yn)]} + χ
(
|un+1|2 − |un−1|2

)
,

where we have used a gauge transformation to remove the on-
site energy term ε0. un represents the probability density function 
(also called wave function) to describe the electron and yn mea-
sures the relative displacements of the lattice phonons. We recall 
that the standard Davydov’s model, in the harmonic limit, is re-
covered for β = 0. We also remark that the decoupled case, χ = 0
in Eq. (5), reproduces the quartic β-FPU (Fermi, Pasta, and Ulam) 
lattice, which models a chain of hard or rigid interacting parti-
cles corresponding to a symmetric potential (which is in contrast 
to the cubic case, corresponding to soft interacting particles for an 
asymmetric potential) and it was originally studied to investigate 
the thermal process in a solid as a finite lattice with appropriate 
boundary conditions [14]. Thus, our model equations (4)–(5) con-
sider the electron propagation along a rigid crystal lattice. We are 
interested in the dynamics of this problem in its long wave limit, 
as developed in the following.

We now consider the unidirectional long wave limit of the 
model Eqs. (4)–(5). As detailed in the appendix, after applying the 
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long wave limit with appropriate expansions and rescalings, the 
continuum limit counterpart to Eqs. (4)–(5) yields:

iV ψt = −ψxx + vψ, (6)

0 = vt + 6v2vx + vxxx +
(
|ψ |2

)
x
, (7)

where ψ and v are the continuous, rescaled, analogs of un and yn

respectively and V is an effective penalty parameter for the local-
ization of the wave function (see appendix for details). We may 
observe that solving Eq. (7) for v in terms of the wave function 
ψ produces in Eq. (6) a Schrödinger equation with nonlinearity 
v (ψ)ψ , while the decoupling of Eq. (7) reduces it to the well 
known modified Korteweg–de Vries (mKdV) equation. We thus call 
our model Eqs. (6)–(7) as a Schrödinger–mKdV system.

We now briefly recall some important properties of the mKdV 
equation. First of all, the scale symmetry allows the solution −v
to exist when v is a solution. We will take advantage of this im-
portant fact to have coherent solutions in v pointing downwards 
thus making a proper potential well in the Schrödinger’s equation 
(6) for the wave function ψ . We thus expect to have a chance 
to support localized coupled (two component) solutions for the 
system (6)–(7). On the other hand, the mKdV is known to be inte-
grable by means of the inverse scattering method and to support 
multi-solitons and breather solutions, which may elastically inter-
act between them [17]. In this paper, we seek for the induced 
possibility of the mKdV soliton’s solutions into the coupled system 
(6)–(7), as it was shown to occur in a similar coupled system [13].

Our first attempt to find exact solutions to Eqs. (6)–(7) is to 
try the traveling wave formalism. To this end, the substitutions 
ψ (x, t) = f (x − ct) ei(kx−βt) and v (x, t) = g (x − ct) reduce to the 
ordinary differential equations (ODEs), similar to a quartic Hénon–
Heiles system,

f ′′ = f
(

k2 − βV + g
)

, (8)

g′′ = cg − 2g3 − f 2, (9)

where the equation for g has been integrated once for zero con-
ditions at infinity (soliton’s condition). It is important to notice 
that the unidirectional limit and now the traveling frame modify 
the overall velocity of propagation to 

(
1 + ch2/24

)
vs , thus having 

supersonic motion for c > 0, sonic motion if c = 0 and subsonic 
one for c < 0. Now, one may try either the usual techniques in 
dynamical systems to integrate (8)–(9) [18] or at least to find ex-
act solutions by an ODE reduction for an appropriate compatibility 
condition f =F(g), as it was possible to do in a Schrödinger–KdV 
system [13] or in an equivalent Schrödinger–Boussinesq system 
by using a proper change of variables in the traveling coordi-
nate [10,11]. However, a quick analysis shows the impossibility to 
proceed with either of these techniques because the parameters 
and nonlinear interactions in Eqs. (8)–(9) do not meet the proper 
conditions needed to perform the relevant integrations.

In order to look for approximate localized coherent solutions to 
our system (6)–(7), we proceed by means of variational techniques.

3. Variational approach

The variational approximation is based on the extremization of 
the Lagrangian (associated to the equations of motion) averaged 
on a proper family of trial functions or ansatz [19]. The extrema of 
the average Lagrangian are then evaluated in terms of the Euler–
Lagrange equations for the wave parameters describing the family 
of trial functions. Thus, to follow the variational approach, we first 
need to derive our equations of motion (6)–(7) from a variational 
principle. To this end, we introduce the change of variables v = ϕx
and make use of the inverse problem of calculus of variations to 
directly cast the associated Lagrangian:

L =
∞∫

−∞
Ldx, (10)

L = ϕxϕt + ϕ4
x − ϕ2

xx − iV
(
ψtψ

∗ − ψ∗
t ψ

) + 2 |ψx|2 + 2ϕx |ψ |2 .

As it was discussed above, the decoupling of Eqs. (6) and (7)
reduces to a type of nonlinear Schrödinger equation and to a mKdV 
equation. Then, to take into account appropriate trial functions, we 
should consider the soliton’s profile that both equations sustain 
separately. That is

ϕ(x, t) = A arctan (tanh [w (x − ξ(t))]) , (11)

ψ(x, t) = B sech [w (x − ξ(t))] ei[k(x−ξ(t))+�(t)]. (12)

We may notice that functions (11) and (12) represent coupled co-
herent profiles having a localized shape with the same width w
and position ξ(t). We stress that the amplitude parameters A and 
B and the common width w are not considered as functions of 
time, since in their variations we are just interested in their equi-
librium values where the extreme of the average Lagrangian is 
reached. On the other hand, position ξ(t) and phase �(t) are in-
deed functions of time so to consider the dynamics of the coherent 
traveling wave, while the phase’s velocity k is also considered as 
a constant to have a solitary wave traveling at a constant velocity. 
We are now ready to develop the variational formalism. We start 
our procedure by averaging (integrating along x) the Lagrangian 
(10) with the family of trial functions (11)–(12) to obtain:

L = −A2 wξ ′ + 2

3
A4 w3 − 4

3
A2 w3 − 4

w
V B2 (

kξ ′ − �′) (13)

+4

3
w B2 + 4

w
B2k2 + 2 (π − 2) AB2.

Next, we find the equations of motion for the wave parame-
ters by using the Euler–Lagrange equations for the above average 
Lagrangian. This process yields the following simplified system of 
equations:

δA : 0 = −2Awξ ′ + 8

3
A3 w3 − 8

3
Aw3 + 2 (π − 2) B2, (14)

δB : 0 = 2

3
w B − 2

w
V B

(
kξ ′ − �′) + 2

w
Bk2 + (π − 2) AB, (15)

δw : 0 = −A2ξ ′ + 2A4 w2 − 4A2 w2 + 4

w2
V B2 (

kξ ′ − �′) (16)

+4

3
B2 − 4

w2
B2k2,

δk : k = V

2
ξ ′. (17)

Since we must have a two-parameter family of solutions, variations 
in ξ and � do not provide extra conditions but only conservation 
equations, which we do not display here. Thus, Eqs. (14)–(17) are 
a complete system for the wave parameters provided that two of 
them, say w and ξ ′ , are given.

To find appropriate relationships between the wave parameters, 
in terms of the two free parameters w and ξ ′ , we may first cancel 
�′ out from the expressions for δB and δw to get:

6 (π − 2) AB2 + 8w B2 + 6A4 w3 − 3A2 w
(
ξ ′ + 4w2

)
= 0. (18)
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Fig. 1. Dispersion relation A = A (w) obtained from Eq. (20) for V = 1 and differ-
ent velocities corresponding to: ξ ′ = −1.5 (dash-dot curves), ξ ′ = −1 (dot curves), 
ξ ′ = 0 (dotted curve), ξ ′ = 1 (dashed curves), and ξ ′ = 1.5 (solid curves). The marks 
“x”, “o”, and “∗” are reference points where the transition from a one-hump (above 
marks) to a two-hump (below the marks) solution takes place.

Using this last expression, jointly with the equation for δA, to re-
move ξ ′ , yields

B2 = 2A2 w3
(
4 − A2

)
3 (π − 2) A + 8w

, (19)

which provides an involved relation between the amplitudes B
and A, equivalent to the one found in Davydov’s soliton [9] where 
the wave amplitude A is proportional to the square of the wave 
function amplitude B . We also remark that the amplitude B of 
the wave function ψ vanishes precisely at A = 0 and A = −2
[provided that 3 (π − 2) A + 8w �= 0], which reproduces the triv-
ial solutions for the PDE system (6)–(7): ψ = 0, v = 0 and ψ = 0, 
v = −2w sech [2w (x − ξ(t))] corresponding to the zero solution 
and to the zero solution plus the mKdV soliton, respectively. We 
finally substitute back expression (19) into Eq. (18) to get a non-
linear dispersion relationship between the wave parameters w , A
and ξ ′ of the form:

ξ ′ = 4w2(4 − A2)

9(π − 2)A + 24w
[3 (π − 2) A + 4w] + 2A2 w2 − 4w2.

(20)

We thus have shown so far that the two free parameters, the ve-
locity ξ ′ and the solitons’ width w , determine the evolution of the 
rest of the parameters. Fig. 1 precisely displays this fact: given a 
velocity value, ξ ′ , the dispersion relation A = A(w) is obtained. 
Hence, if the width w is also given, then the amplitude A is 
obtained and thus from (19) the other amplitude B is also deter-
mined. The phase velocity k is then determined from (17) while �
is obtained from, say, (15).

Let us analyze in more detail the features depicted in Fig. 1. The 
first remarkable observation is the appearance of two branches of 
solutions for any positive and negative value of the velocity (except 
for ξ ′ = 0 where just one branch occurs). In each case, one of the 
branches arises or starts either from the trivial zero–zero solution 
corresponding to A = 0, w = 0 [and thus B = 0, see Eq. (19)] or the 
zero solution plus the mKdV soliton solution corresponding to A =
−2 and w < 3

4 (π − 2) (thus once again B = 0). On the other hand, 
we may notice that Eq. (19) has an undefined limit at A∗ = −2 and 
w∗ = 3

4 (π − 2) producing non-zero values for B , depending on the 
direction we approach A∗ and w∗ . Such direction is determined, 
Fig. 2. Evolution of a one-hump profile predicted by the variational approximation. 
Full numerical evolution of an initial condition given by the variational approxi-
mation using the one-hump ansatz (11)–(12) for parameters V = 1, w = 0.5059, 
A = −2.1684 and ξ ′ = 1. a) t = 0, b) t = 4, c) t = 8 and d) t = 12. In this and 
all subsequent figure the top and bottom waveforms correspond, respectively, to 
|ψ(x, t)|2 and v(x, t).

according to Fig. 1, from the curve A = A(w) obtained for a given 
velocity value ξ ′ . Fig. 1 also shows that one of the two branches, 
obtained from any velocity ξ ′ , crosses the point A∗ , w∗ . We thus 
have here a type of special solution where a fixed mKdV soliton 
with amplitude A∗ and width w∗ may travel with any velocity 
(positive or negative) coupled to the corresponding wave function 
ψ . We will numerically analyze this case in the next section.

The last observation we make about Fig. 1 concerns the kind of 
bifurcation diagram it represents. All the branches displayed in the 
figure seem to have a turning point, in addition to the fact that 
they appear in pairs. We may actually observe that, as the veloc-
ity increases from negative values (say, ξ ′ = −1.5), a first branch 
interchange occurs close to ξ ′ = −1.25 then a branch is lost at 
ξ ′ = 0 and it appears again for ξ ′ > 0. Finally, as the velocity in-
creases further, there is another branch exchange at approximately 
ξ ′ = 1.25.

We now study in detail the different scenarios provided by the 
diagram of Fig. 1 in order to discern all the solution types pre-
dicted by the variational approach.

4. Dynamical evolution of the soliton solutions

We now numerically study our PDE system (6)–(7) for different 
initial conditions taken from the variational predictions of Fig. 1. 
We make use of the pseudo spectral method (PSM) [20] in space 
and a fourth order Runge–Kutta method in time to numerically 
solve the Eqs. (6)–(7). Large enough spatial domains are consid-
ered to avoid the possibility of wave transfer along the periodic 
boundary inherent in the PSM.

We start our numerical analysis of solutions by considering a 
typical one-hump soliton solution (bright soliton coupled to mKdV 
soliton) as stated by the trial functions (11)–(12). We recall that 
in the electron transfer problem, normalized wave functions have 
to be considered in the form 

∫ ∞
−∞ |ψ(x, t)|2dx = 1 which imposes, 

according to Eq. (12), the parameter constraint 2B2 = w . This con-
straint, for a given velocity of propagation, ξ ′ , corresponds to a 
particular point in one of the two branches displayed in Fig. 1. 
We thus consider the velocity of propagation ξ ′ = 1 and the 
model parameter V = 1 to variationally predict A = −2.1684 and 
w = 0.5059 for an initial normalized wave function. The rest of 
the wave parameters are obtained as described in the previous 
section. Fig. 2 shows how the initial condition obtained from the 
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Fig. 3. Evolution of one-hump profiles for different velocities, but the same model 
parameters, predicted by the variational approximation. Full numerical evolution of 
initial conditions given by the variational approximation using the one-hump ansatz 
(11)–(12) for parameters V = 1, A = A∗ = −2, w = w∗ = 3

4 (π − 2) for a)–b) B2 =
2.892, ξ ′ = 1, c)–d) B2 = 2.15, ξ ′ = 1.5, and e)–f) B2 = 1.4, ξ ′ = 2. a), c) and e) at 
t = 0 while b), d) and f) at t = 5.

variational approach evolves in time. A very small transient occurs 
initially to adjust the profiles to the numerically exact one. Such 
transient generates a train of linear waves traveling backwards 
from the leading localized wave. Fig. 2b) shows indeed the tran-
sient effect since, as it can be observed by comparing with Fig. 2a), 
the amplitude and width slightly change as well as the numeri-
cal velocity. After the initial transient, the wave profiles preserve 
their shape and the normalization condition up to an accepted 
numerical error due to the PSM approximation, see Figs. 2b)–d). 
This corroborates the validity of the variational prediction to de-
scribe the one-hump traveling profiles. We will ignore henceforth 
the normalization condition and take the point of view of nonlin-
ear optics to analyze the whole branches displayed in Fig. 1.

As Fig. 1 shows, a special case arises at the particular parameter 
values (w, A) = (w∗, A∗) for any velocity ξ ′ . We now discuss this 
case. We consider the velocities ξ ′ = 1, 1.5 and 2 and their cor-
responding branches A = A(w) crossing at (w∗, A∗) along which 
we determine the directional limits of Eq. (19) to find B2 = 2.892, 
B2 = 2.15 and B2 = 1.4, respectively. The numerical evolution of 
these three initial conditions are displayed in Fig. 3. The key point 
of this example is that the same mKdV soliton with wave parame-
ters w∗ and A∗ drags different wave functions ψ with correspond-
ing different velocities. It is actually observed that faster coupled 
solutions correspond to smaller wave functions. Thus, from the 
physical point of view, a transferring electron with different prob-
ability density digs the same hole at the expense of moving faster 
or slower.

Let us now consider a different set of wave parameters. As 
it was discussed in the previous section, one of the branches 
A = A(w) generated by the velocity value ξ ′ = 1.5 is parabolic 
in shape and pointing downwards. We take a value of w in this 
branch, say, w = 0.5 thus obtaining A = −3.2755 and then the 
rest of the wave parameters are determined as before yielding a 
predicted initial condition. The corresponding numerical evolution 
for this initial condition is shown in Fig. 4. Figs. 4a)–b) display an 
interesting phenomenon for this initial condition: an initial one-
hump profile, with enough mass, evolves into a two-hump solitary 
wave solution [see Figs. 4b)–f)] showing a new type of solution 
to the coupled system (6)–(7). The two humps breath alternating 
their minima/maxima along the evolution.

For all the branches displayed in Fig. 1, we have approximately 
identified the critical point along the branches where a transition 
Fig. 4. Initial one-hump profile evolving into a two-hump one. Full numerical evo-
lution of an initial condition given by the variational approximation using the one-
hump ansatz (11)–(12) for parameters V = 1, w = 0.5, A = −3.2755 and ξ ′ = 1.5. 
a) t = 0, b) t = 2, c) t = 4, d) t = 6, e) t = 8 and f) t = 10.

from one hump to two humps occurs, see cross, circle and asterisk 
marks: one-hump profiles are found above such marks while two-
hump profiles are found below the marks. In the case of the ve-
locity ξ ′ = 1.5, there is no mark since the whole branch (parabolic 
in shape and pointing downwards) is a branch of two-humps so-
lutions, while both branches associated to the velocity ξ ′ = 1 have 
marks (cross and circle respectively). This suggests that, as the ve-
locity increases, these two marks coalesce (bifurcate) to form the 
parabolic branch of ξ ′ = 1.5, thus qualitatively causing an exchange 
of branches.

On the other hand, since the anharmonic medium is respon-
sible for the supersonic motion of the two component solution 
(wave function plus mKdV soliton), the mKdV soliton splits into 
two humps first and then it forces the wave function to gener-
ate a second hump to finally drag it. Our interpretation is that the 
two humps in the mKdV soliton correspond to a two-soliton solu-
tion in the mKdV equation trapped by the wave function, which in 
turn acts as an umbrella to keep trapped both mKdV solitons to-
gether. We name this phenomenon as the umbrella effect. Note that 
without this umbrella effect, the nonlinear interaction between the 
two mKdV solitons would force them to separate. Fig. 4 also shows 
a type of bounce-exchange interaction between the two humps al-
though we have identified for other initial conditions a type of 
merge–split interaction between the humps (not displayed here), 
which are well known to occur in the soliton interaction for the 
mKdV equation, see [21]. It is important to note at this stage that 
the two-hump soliton solution just described remarkably differs 
from the ones previously found in Refs. [11,12], mainly due to the 
dynamics impregnated by the mKdV solitons on the two humps. 
We will justify in the next section some of the phenomena ob-
served in Fig. 4.

5. Bound two-soliton solutions

We now give a more detail explanation of the umbrella ef-
fect. According to the numerical evidence shown in the previous 
section, we must consider the two-soliton interaction of the two 
component one-hump solutions. We do this with the help of the 
variational approach, as developed in Section 3. We thus consider 
the modified trial functions,

ϕ(x, t) = A arctan (tanh [α (x − ξ(t))])

+B arctan (tanh [β (x − η(t))]) , (21)
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ψ(x, t) = C sech [α (x − ξ(t))] ei[v1(x−ξ(t))+�(t)]

+D sech [β (x − η(t))] ei[v2(x−η(t))+ρ(t)], (22)

corresponding to the superposition of two of the localized so-
lutions introduced in Section 3. The average Lagrangian for this 
two-humped ansatz yields:

L = −A2αξ ′ − ABαβ
(
ξ ′ + η′) I1 − B2βη′ + 2

3
A4α3

+4A3 Bα3β I2

+6A2 B2α2β2 I3 + 4AB3αβ3 I4 + 2

3
B4β3 − 4

3
A2α3

−8ABα2β2 I5 − 4

3
B2β3 + 4C2

α

[
−V

(
v1ξ

′ + �′) + v2
1

]

−2C D
[
V

(
v2η

′ − ρ ′) + V
(

v1ξ
′ − �′) − 2v1v2

]
I6

+2C Dβ
(

V η′ − 2v1
)

I7 + 4

3
C2α + 4

3
D2β

−2C Dα
(

V ξ ′ − 2v2
)

I8 + 4D2

β

[
−V

(
v2η

′ − ρ ′) + v2
2

]

+4C Dαβ I9 + 2 (π − 2) AC2 + 2 (π − 2) B D2 + 2AD2α I10

+2BC2β I11 + 4AC Dα I12 + 4BC Dβ I13, (23)

where the I j are overlapping integrals due to the two-soliton in-
teraction. Among these, the important ones for our purposes [see 
Eq. (24) below] are I1, I6, I7 and I8 which take the form

I1 =
∞∫

−∞
sech [2αz] sech [2β(z + θ)] dz,

I6 =
∞∫

−∞
sech [αz] sech [β(z + θ)] cosγ dz,

I7 =
∞∫

−∞
sech [αz] sech [β(z + θ)] tanh [β(z + θ)] sinγ dz,

I8 =
∞∫

−∞
sech [αz] tanh [αz] sech [β(z + θ)] sinγ dz,

where γ = �v z + v2θ + �ρ , θ = ξ − η is the relative position of 
the two solitons, �v = v2 − v1 is the velocity difference while 
�ρ = ρ − � is the phase difference between the two wave func-
tions. We recall that the particular case B = D = 0 reduces to the 
previous Lagrangian (13) for the one soliton of the two compo-
nent solution, while C = D = 0 reduces to the two-soliton interac-
tion for the mKdV equation. Thus, the effects of both particular 
cases should be considered by our variational approximation in 
order to give an explanation for the two-hump solution. Since 
we expect that the two-soliton interaction in mKdV is responsi-
ble for the two-hump formation in the two component solution of 
Eqs. (6)–(7), we are thus interested in the variational evolution of 
the relative soliton displacement θ . In order to do this, we com-
bine the variations of L in ξ and η (not shown here) to find the 
simplified expression:

F (θ) = AB I ′1(θ) + C D V (v1 + v2)I ′6(θ) − C DβV I ′7(θ)

+ C DαV I ′8(θ) = 0, (24)

where the integrals I1, I6, I7 and I8 are numerically estimated by 
numerical quadratures as a function of θ for given values of α, β , 
�v , v2 and �ρ .
Fig. 5. Graph of F (θ) obtained from Eq. (24) for the wave parameters β = 1.0728, 
α = 0.782, A = −2.25, B = −1.75, C = 1.89, D = 1.65, �v = 0.25, v2 = 0.75, and 
�ρ = 0. The zeros for F correspond to stationary solutions of our variational ap-
proximation.

Fig. 6. Collision of two solitons leading to a bound two-soliton solution. The two 
initial solitons correspond to the profiles described in Eqs. (21)–(22) for the param-
eters β = 1.0728, α = 0.782, A = −2.25, B = −1.75, C = 1.89, D = 1.65, η′ = 1.5, 
ξ ′ = 1, ξ = 5 and η = −5. a) t = 0, b) t = 7, c) t = 10.5, d) t = 20, e) t = 23.5 and 
f) t = 29.75.

Fig. 5 displays the graph of F (θ) for a particular combination of 
the parameters. It is straightforward to check that F (θ) is an odd 
function and, thus, there are three symmetric type of equilibria in 
θ (the relative positions of the two solitons). One is at θ = 0, which 
corresponds to the case when the two solitons are on top of each 
other and thus the two-hump ansatz effectively reduces to a one-
hump profile. The other two equilibria (symmetric with respect to 
zero) occur at approximately θ = ±3. These correspond to genuine 
two-hump profiles composed by a trapped two-mKdV soliton. The 
emergence of these two-hump profiles can be explained as fol-
lows: for an initial condition with appropriate wave parameters 
corresponding to two (well) separated solitons, the solitons can be-
come trapped by the wave function |ψ |2 that plays the role of the 
umbrella to bind these two solitons together.

We illustrate this binding phenomenon in Fig. 6 where we con-
sider the numerical evolution of two initially separated solutions 
as described by Eqs. (21)–(22) with ξ = 5, η = −5, η′ = 1.5, ξ ′ = 1, 
and all other parameters corresponding to the ones used in Fig. 5. 
The initial separation is θ = ξ − η = 10 units corresponding to 
a larger separation than the one predicted by the non-trivial ze-
roes of F (θ) where the separation should be close to θ = 3. As 
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the figure shows, the two solitons initially evolve (almost) freely 
as they are well separated. However, as they get closer (leftmost 
soliton was initialized with a larger velocity than the rightmost 
one), they collide and as a result we obtain a bound two-hump 
solution with an internal distance between the humps of approx-
imately 3 units which is precisely the distance predicted by our 
variational method for the parameters used in this example. It is 
remarkable that the umbrella effect is able to bind together the 
colliding solitons through the ejection of undesired radiation to-
wards the background. This is a strong indication that the umbrella 
effect is rather strong (stable) and is even able to trap solitons that 
where initialized far away from each other provided that at some 
point they got close to each other. It would be interesting to study 
in more detail the conditions necessary for trapping two colliding 
solitons as it is clear that two solitons with very different veloci-
ties will not be able to be trapped by the umbrella effect and will 
rather collide in a manner akin to pure mKdV solitons. This av-
enue for future investigation is currently under consideration and 
will be reported in a future publication.

It is important to note that the resulting trapped two-hump 
solutions depicted in Fig. 6 (see last panel) and in Fig. 4 corre-
spond to an alternating internal breathing between the two humps. 
Capturing these breathing solutions in the numerics would involve 
finding periodic solutions in a co-moving reference frame. This task 
would require to setup a Floquet-type analysis in the co-moving 
frame. This falls outside the scope of the present manuscript. 
Nonetheless, it is possible to seek for stationary, i.e. non-breathing, 
multi-hump solutions by use of a standard Newton method applied 
in a co-moving reference frame. Therefore, let us first rewrite our 
initial model Eqs. (6)–(7) in the traveling moving frame z = x − ct , 
τ = t:

iV ψτ − iV cψz = −ψzz + vψ,

0 = vτ − cvz + 6v2vz + vzzz +
(
|ψ |2

)
z
.

The stationary state of the wave function ψ requires to evolve its 
phase in the form: ψ = φ(z)eiμτ where μ corresponds to its (tem-
poral) frequency, while for v we only require vτ = 0. These two 
considerations simplify the previous equations to

−V μφ − iV cφz = −φzz + vφ, (25)

0 = −cv + 2v3 + vzz + |φ|2 , (26)

where Eq. (26) has been integrated once with respect to z using 
zero conditions at infinity. Equations (25)–(26) correspond to an 
ODE system which may numerically be solved using a Newton’s 
method after approximating the spatial derivatives using second 
order finite differences with spacing h:

−V μun + V c

2h
(wn+1 − wn−1)

= − 1

h2 (un−1 − 2un + un+1) + vnun,

−V μwn − V c

2h
(un+1 − un−1)

= − 1

h2 (wn−1 − 2wn + wn+1) + vn wn,

0 = −cvn + 2v3
n + 1

h2 (vn−1 − 2vn + vn+1) + u2
n + w2

n,

and where the wavefunction has been split into its real and imag-
inary parts: φn = un + iwn .

In order to find stationary two-hump profiles, we apply the 
above Newton’s method to an initial condition obtained from the 
Fig. 7. Traveling, symmetric, two-hump solution. Full numerical evolution for 
an initial condition obtained via Newton iteration on a seed profile given by 
Eqs. (11)–(12) with parameters provided by the variational approximation corre-
sponding to w = 0.395, A = −4, B = 1.5, ξ ′ = 1.5 and V = 1. a) t = 0, b) t = 2, 
c) t = 5, d) t = 7, e) t = 9, f) t = 12.

Fig. 8. Evolution corresponding to a perturbed symmetric two-hump profile. The 
original (unperturbed) profile correspond to the solution obtained through Newton 
iterations starting with a seed provided by our variational method on the ansatz 
(11)–(12) for w = 0.395, A = −4, B = 1.5, ξ ′ = 1.5, V = 1, and μ = 1.413. a) t = 0, 
b) t = 4, c) t = 7, d) t = 10.5, e) t = 13, f) t = 17.

variational approach in a region of the parameters where the evo-
lution tended to a breathing two-hump profiles. Namely, we take 
parameter values on the branches depicted in Fig. 1 below the 
marks where two-hump solutions have been observed. For exam-
ple, we depict in Fig. 7 one such scenario. This figure suggests 
that, in addition to breathing alternating two-hump profiles, the 
umbrella effect is also capable of supporting symmetric configu-
rations. The figure also suggests that, for the chosen parameter 
values, this symmetric two-hump profile is stable (we have inte-
grated the system for longer times and the profile remains stable). 
An interesting question that arises in this case of a stable, sym-
metric, two-hump profile is to how nearby orbits would evolve. 
Fig. 8 depicts the evolution of an initial condition corresponding 
to a perturbed symmetric two-hump profile. The perturbation is 
induced by changes in the height and/or width of the original so-
lution. The figure suggests that as the symmetric one-hump profile 
is perturbed, the system picks a nearby solution corresponding 
to a breathing, i.e. asymmetric, profile. This picture is consistent 
with the symmetric solutions being neutrally stable centers around 
which periodic solutions, corresponding to the asymmetric breath-
ing profiles, coexist.
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Fig. 9. Stable, symmetric, three-hump profile. The initial condition was obtained 
from seeding a Gaussian profile in the Newton’s method for V = 1, c = 1.5, and 
μ = 1.6994. a) t = 0, b) t = 4, c) t = 8, d) t = 12, e) t = 16, f) t = 20.

Finally, we depict in Fig. 9 the stable evolution of a three-hump 
profile obtained through Newton’s iterations on an initial Gaussian 
seed. Interestingly, the stable solution contained three humps in v
and only one hump in ψ . This example suggest the possible ex-
istence (and stability) of more complex profiles with combinations 
of multiple humps in the two components. A detailed stability (and 
bifurcation) analysis for these symmetric and asymmetric multi-
hump solutions as the physical parameters (i.e. V ) and the main 
wave parameters (μ and c) are varied falls outside of the scope of 
the current work and it is currently under investigation and will 
be reported in a future publication.

6. Discussion and conclusions

We have studied the problem of electron transfer along an an-
harmonic quartic medium. In the long wave approximation for 
unidirectional wave propagation, an effective model that couples 
the Schrödinger and the mKdV equations was found. We showed 
that in addition to the standard soliton solution (a bright soli-
ton for Schrödinger coupled to a mKdV soliton), novel type of 
multi-hump soliton solutions also exist. We studied in some detail 
soliton solutions consisting of two-humps in both components and 
we ascribed their emergence by a trapping mechanism whereby 
the Schrödinger wavefunction plays the role of an “umbrella” that 
binds the two mKdV solitons together. We found that this umbrella 
effect was capable of supporting stable, symmetric, two-hump pro-
files corresponding to stationary states in a co-traveling frame. 
Perturbations off of these symmetric solutions tended to produce 
asymmetric two-hump profiles with internal, alternating, breath-
ing between the two humps. Interestingly, we also observed that 
“soft” collisions between two individual one-hump profiles pro-
duced bound two-hump solutions through the trapping umbrella 
effect.

To follow the main characteristics of these solutions, we em-
ployed one- and two-hump ansatze within the variational approx-
imation methodology and found that, for fixed model parameters, 
a plethora of one- and two-hump solutions coexist for different 
wave parameters (width, height, and speed). The obtained solu-
tions were found to be stable for the chosen parameters values. 
An exception was the case of profiles traveling backwards (nega-
tive velocity). In that case, due to their strong interaction, with the 
linear dispersed waves, they were found to be unstable and were 
eventually destroyed by the linear emitted radiation.

There are several avenues along which the current work could 
be extended. The immediately one could be to consider the dis-
crete original counterpart, as it was studied in Ref. [22] for the 
cubic case, to see if the type of multi-hump solutions exist there 
or if new phenomena take place. Also, for instance, a detailed 
stability, i.e. bifurcation, analysis for the main multi-hump solu-
tions could reveal interesting bifurcation phenomena. This analysis 
would require to study the Floquet stability for the breathing, pe-
riodic, profiles. Also interesting would be to study in detail the 
scattering-like events for colliding one-soliton solutions and to de-
termine conditions for how “soft” a collision has to be for the 
umbrella effect to be able to trap two (or more) solitons. Another 
open question concerning our model equations is the existence of 
similar multi-hump solutions in the case of effective repulsive non-
linearity that could potentially give rise to dark soliton solutions. 
Finally, extensions to two-dimensional systems could give rise to 
interesting dynamics involving structures with vorticity.
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Appendix A. Unidirectional continuum limit

In order to obtain the continuous limit analog to the discrete 
model given in Eqs. (4)–(5), let us follow Ref. [13]. We start by 
introducing the bulk physical parameters in terms of the lattice 
spacing h:

M

h
= η̄, W h = ζ,

2

h
χ = χ̃ ,

where η̄ is the linear mass density of the phonons, ζ is the spring 
constant for a piece of chain of unit length and χ̃ is the scaled 
energy resulting from a molecular displacement of one lattice con-
stant in the linearized exciton field [15]. We now consider the 
asymptotic limit of the system (4)–(5) corresponding to second or-
der Taylor expansions for finite, but small, h to obtain:

ih̄ut = − Jh2uxx + χ̃h2 yxu,

η̄

ζ
ytt = yxx + 3h2β y2

x yxx + h2

12
yxxxx + χ̃h

ζ

(
|u|2

)
x
,

where terms of order h3 and higher have been neglected and 
un(t) = u(nh, t) = u(xn, t) = u(x, t) and yn(t) = y(nh, t) = y(xn, t) =
y(x, t). We now consider the scaled variables φ = χ̃√

Jζ
u, ρ = χ̃

J
y, 

τ = J

h̄
t , and the scaled model parameter β̃ = β

J 2

χ̃2
. We also intro-

duce v−2
s = η̄ J 2

ζ h̄2 , where vs is the sound velocity, to finally get the 

simplified system:

iφt = −h2φxx + h2ρxφ, (A.1)

v−2
s ρtt = ρxx + 3h2β̃ρ2

x ρxx + h2

12
ρxxxx + h2

(
|φ|2

)
x
, (A.2)

where the temporal variable τ has been recycled by t and the 
wave function φ has been scaled by the factor 

√
h to retain the 

right second order approximation.
The continuum system (A.1)–(A.2) represents a Schrödinger 

equation coupled to a type of Boussinesq equation, which is ac-
tually a variant of the system found by Gaididei et al. [12] for 
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cubic lattice anharmonicities. It is immediately seen that the sys-
tem (A.1)–(A.2) becomes linearly unstable for relatively large wave 
numbers, precisely corresponding to the continuous limit just de-
veloped.

To avoid the instability problem of the continuous system 
(A.1)–(A.2), we consider the unidirectional stable wave propagation 
by means of the Zabusky and Kruskal approximation [16], where 
the derivative terms in ρ are dealt to neglect one of the directions 
of propagation, as follows. Let us first introduce the traveling coor-
dinate ξ = x − vst and the temporal scaling τ = vsh2t/24 yielding

− ivsφξ + i
vsh2

24
φτ = −h2φξξ + h2ρξφ, (A.3)

0 = h2

12
ρτξ − h4

242
ρττ + h2

2
ρ2

ξ ρξξ + h2

12
ρξξξξ + h2

(
|φ|2

)
ξ
,

(A.4)

where β̃ is set to 1/6 to get the proper order approximation. The 
extra term φξ in Eq. (A.3) appears due to traveling effects in the 
Schrödinger equation (A.1).

Let us now introduce the change of variables v = ρξ and 

φ = φ(ξ, τ ) = exp i

(
vs

2h2 ξ + 6vs

h4 τ

)
ψ (ξ, τ ) to remove the extra 

term φξ and to retain the proper second order terms. We finish 
our continuum limit approximation by taking second order terms 
in h and neglecting higher order terms to find

iV ψt = −ψxx + vψ, (A.5)

0 = vt + 6v2vx + vxxx +
(
|ψ |2

)
x
, (A.6)

where, for simplicity, variables ξ and τ have been replaced by x
and t , respectively. On the other hand, V = vs/24 is an effective 
model parameter that is related with the localization of the wave 
function (for all of our numerics we will chose the value V = 1). 
We have also scaled φ by 

√
12 to get a unitary coefficient in front 

of the coupling term of Eq. (A.6) [note that Eq. (A.5) is scale in-
variant in ψ ].
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