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We illustrate a scheme that exploits the theory of symmetry-breaking bifurcations for generating a spatio-
temporal pattern in which one of two interconnected arrays, each with N Van der Pol oscillators, oscillates at
N times the frequency of the other. A bifurcation analysis demonstrates that this type of frequency generation
cannot be realized without the mutual interaction between the two arrays. It is also demonstrated that the
mechanism for generating these frequencies between the two arrays is different from that of a master-slave
interaction, a synchronization effect, or that of subharmonic and ultraharmonic solutions generated by forced
systems. This kind of frequency generation scheme can find applications in the developed field of nonlinear
antenna and radar systems.
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I. INTRODUCTION

Many natural and artificial nonlinear systems are made up
of oscillating components or cell units that interact with each
other to produce complex spatio-temporal patterns of collec-
tive behavior. Examples of such systems include arrays of
Josephson junctions �1–3�, central pattern generators in bio-
logical systems �4–10�, arrays of coupled lasers �11,12�,
communication systems via chaotic oscillators �13,14�, com-
peting species in population dynamics �15–17�, bubble be-
havior in fluidization and mixing processes �18�, fireflies that
emit rhythmic light pulses �19,20�, and, in particular, active
nonlinear antenna and radar systems �21,22�.

In advanced radar and antenna systems, it is desirable to
have the oscillator arrays be capable of producing multiple
frequencies so that one design can be operated in many
bands. This would make the system more adaptable and flex-
ible based on the operational needs that are required in mod-
ern systems. In active antenna and radar systems, the com-
bined functions of the resonators, the beamformer and the
steering array �22� are composed of coupled nonlinear unit
cells, such as Van der Pol oscillators, which dynamically
interact with one another to form a phase and amplitude pat-
tern to create the desirable beam characteristics, contrasted to
passive linear elements in the traditional antenna and radar
designs that act independently and rely on many external
components such as phase shifters and steering computers to
move and shape the beam.

In recent years, theoretical and experimental evidence has
been found that symmetry alone can lead to different patterns
of “multifrequency” behavior �4,23–27�. In Ref. �23�, for in-

stance, it is shown that a ring of N oscillators possessing DN
symmetry �symmetry of an N-gon� can induce, under certain
conditions, an external oscillator to oscillate at N times the
collective frequency of the ring. The actual conditions re-
quire that the ring oscillates in a traveling wave pattern and
that the cross coupling be directed from the ring to the ex-
ternal oscillator, i.e., a master-slave system. An alternative
approach is to use the existing theoretical work
�24–26,28–30�, which shows �within the context of a
coupled cell system� that ZN symmetry-breaking Hopf bifur-
cations can also lead to multifrequency patterns. We remark
that this approach is significantly different from that of sub-
harmonic and ultraharmonic motion generated via a forced
system as is described by Hale and Gambill �31� and later by
Tiwari and Subramanian �32�. In our case, the multifre-
quency behavior arises from the mutual interaction of two
arrays of oscillators. None of the oscillators is forced and,
consequently, the arrays are naturally modeled by an autono-
mous system instead of the nonautonomous system that is
described in the same references �31,32�.

In previous work �33�, we used this second approach to
show, experimentally, the existence of multifrequency pat-
terns in an electronic circuit that serves as a model for a
network of two arrays of over-damped Duffing oscillators
coupled to one another. In this work, we address �within the
context of coupled nonlinear oscillators� the fundamental is-
sue of whether the ZN multifrequency patterns arise from a
master-slave scenario or whether they can be obtained from
the mutual interaction between the natural dynamics of each
array. From experimental and application points of view, we
also consider the issue of feasibility and efficiency in a set of
mutually interacting arrays compared to a master-slave inter-
action. Our aim is to set the groundwork for future experi-
ments and applications using Van der Pol oscillators as the
prototype nonlinear system in the analysis, this also being of
great relevance to the nonlinear antenna work in Refs.
�21,22� since the resonators in those devices are Van der Pol
oscillators.
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The paper is organized as follows. In Sec. II, we present a
self-contained background with ideas and concepts, which
should be informative for those readers not familiar with the
subject of self-induced oscillations. In Sec. III, we describe
the actual network configuration �two coupled arrays of N
oscillators per array�, then we discuss the existence of mul-
tifrequency patterns, followed by a mathematical model sup-
porting such patterns. In Sec. IV we present, in more detail,
a bifurcation analysis of the existence, stability and robust-
ness of multifrequency patterns in the network equations.
The critical point is the fact that the multifrequency rhythm
output achieves optimal response, for realistic operational
parameters, in a region where the cross couplings between
arrays are of the same order of magnitude. Hence, in realistic
situations, these multifrequency rhythms are more efficient
in a regime where the arrays mutually interact with one an-
other �in contrast to a master slave type of interaction�.

II. BACKGROUND

A. Active antenna systems

Active antenna systems are essentially nonlinear devices
that consist of diodes, transistors, and nonlinear oscillators
distributed and interconnected in an array configuration. The
oscillators are voltage controlled, each tied to simple patch
radiators. Each active element is electrically coupled via a
strip line—typically to a nearest neighbor but other configu-
rations are also possible—to produce a collective pattern of
oscillation, and consequently a radiating beam with a com-
mon frequency. By adjusting the varactor bias, the free run-
ning frequency of each oscillator can be altered but only over
a small range. Original designs tried to suppress the interele-
ment coupling as well as noise. Modern designs, on the con-
trary, exploit coupling and noise to achieve optimal perfor-
mance. For instance, it is now known that beam steering can
be accomplished by changing the bias on the two oscillators
located at the boundaries of the array �21�, thus eliminating
the need for a mechanically rotating array. Of particular
promise is also to exploit the symmetry of a given array to
generate radiating beams with multiple frequencies, which
can eventually lead to all-in-one antenna devices.

B. Symmetry in systems of differential equations

Symmetry is a geometrical concept that can be defined as
the set of transformations that leave an object unchanged. In
continuous nonlinear phenomena, the objects are the govern-
ing equations, which typically consist of systems of ordinary
differential equations �ODEs� or partial differential equa-
tions, and the transformations are the changes in the under-
lying variables that leave the equations unchanged. More for-
mally, consider the following system of ODEs:

dx

dt
= f�x,�� , �1�

where x�Rn , ��Rp is a vector of parameters and
f :Rn�Rp→R is a smooth function. Let � be a particular
time-independent transformation in Rn. Direct substitution of
the transformed variable �x into �1� yields �ẋ= f��x ,��.

Consequently, for the system of ODEs �1� to remain un-
changed, f must commute with �. In other words,
f��x�=�f�x�. In practice, the set of all transformations that
commute with f forms a group �. We then arrive to the
following formal definition.

A system of ODEs such as �1� is said to have � symmetry
if

f��x,�� = �f�x,�� , �2�

for all x�Rn and for all ���.
Equation �2� also implies that f is � equivariant. But more

importantly, it implies that if x is a solution of �1� then so is
�x�t� for all ���. As an example, consider the Van der Pol
circuit depicted in Fig. 1. IL and IC are the currents across the
inductor L and capacitor C, respectively. IR is the current
across two resistors R1 and R2 located inside the rectangle
labeled R in which F�V�=−V /R1+V3 / �3R2

2�.
The dynamics of the circuit shown in Fig. 1, after rescal-

ing, is governed by the following second order scalar ODE:

d2V

dt2 − ��p − V2�
dV

dt
− �2V = 0, �3�

where �=1/ �R2C� , p=R2 /R1 , �=1/�LC. After a change of
variables, we can rewrite the model equation �3� as a first
order system of the form

dx

dt
= ��px −

x3

3
� + �y ,

dy

dt
= − �x , �4�

where x�t�=V�t�. We can then find two transformations that
leave this system unchanged, the identity transformation
�1= id, where �1�x ,y�� �x ,y�, and a second transformation,
which can be described abstractly as �2=−1, so that
�2�x ,y�� �−x ,−y�. The identity transformation is always a
symmetry of any system, while the second transformation �2
corresponds to a reflection through the origin in the phase
space R2. Furthermore, it can be shown that �1 and �2 are the
only transformations that leave �4� unchanged. Together, �1
and �2 form the group Z2= ��1 ,�2	 of symmetries of the Van
der Pol oscillator �4�.

C. Coupled cell systems

A natural mathematical framework for the analysis of ar-
rays of coupled nonlinear oscillators is that of coupled cell
system. By a “cell” we mean an individual component or
unit that possesses its own dynamical behavior. In what fol-

FIG. 1. Circuit realization of a Van der Pol oscillator.
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lows, we assume N identical cells, and consider the internal
dynamics of each cell to be governed by a k-dimensional
continuous-time system of differential equations of the form

dXi

dt
= f�Xi,�� , �5�

where Xi= �xi1 ,… ,xik��Rk denotes the state variables of cell
i and �= ��1 ,… ,�p� is a vector of parameters. Observe that f
is independent of i because the cells are assumed to be iden-
tical. In engineering applications to nonlinear antenna tech-
nology, for instance, it is common for the cell dynamics to be
described by electrical oscillators such as the Van der Pol
oscillator �21,22�.

A network of N cells is a collection of identical cells
interconnected in some fashion. We model the network by
the following system of coupled differential equations:

dXi

dt
= f�Xi,�� + 


j→i

cijh�Xi,Xj� , �6�

where h is the coupling function between two cells, the sum-
mation is taken over those cells j that are coupled to cell i,
and cij is a matrix of coupling strengths. Additionally, if we
let X= �X1 ,… ,XN� denote the state variable of the network,
then we can write �6� in the simpler form

dX

dt
= F�X� ,

where the dependence in the parameters � has been omitted
for brevity.

D. Local and global symmetries

Following the work of Dionne et al. �34,35�, we distin-
guish local symmetries from global symmetries as follows.
Let O�n� be the group of orthogonal transformations in Rn.
Then L�O�k� is the group of local or internal symmetries of
individual cells if, for all l�L, we have

f�lXi,�� = lf�Xi,�� .

While local symmetries are dictated by f , global symmetries
are described by the coupling pattern. More precisely,
G�O�N� is the group of global symmetries of the network
if, for all ��G, we have

F��X� = �F�X� .

III. MODELING

A. Network configuration

We consider a network of oscillators made up of two ar-
rays of Van der Pol oscillators coupled to one another as
shown schematically in Fig. 2. Each array contains N iden-
tical oscillators, which are each coupled to its two nearest
neighbors via diffusive coupling. The internal dynamics of
each oscillator cell is governed by �4�, thus Z2= �I2 ,−I2	 is
the group of local symmetries of each cell, where I2 is the
2�2 identity matrix. On the other hand, the underlying

group of global symmetries of each array is ZN, i.e., the
group of cyclic permutations of N objects. It follows that
ZN�ZN is the group of global symmetries of the network,
including the two interconnected arrays. Every element
��ZN�ZN is composed of a pair of cyclic permutations
�= ��1 ,�2�, where �1 acts on one array and �2 acts on the
other. Since cyclic and anticyclic permutations are conjugate
of each other, the results are essentially the same, except that
the traveling waves with cyclic symmetries travel in the op-
posite direction of those with anticyclic symmetry. Then we
only need to consider one group of symmetries. We choose
cyclic permutations.

A critical observation is the fact that Z3 symmetry-
breaking Hopf bifurcation leads to a spatio-temporal pattern
in which one of the arrays oscillates N times faster than the
other �28–30�. Next we present more details of this fact fol-
lowed by a bifurcation analysis of the emergent pattern.

B. Multifrequency pattern with ZNÃS1 symmetry

To study the collective behavior of the network, we
use X�t�= (X1�t� ,… ,XN�t�) to represent the state of one
array and Y�t�= (Y1�t� ,… ,YN�t�) to denote the state of the
second array. Thus, at any given time t, a spatio-temporal
pattern generated by the network can be described by
P�t�= (X�t� ,Y�t�). Let us assume that this pattern is a peri-
odic solution of period T with the following characteristics.
On one side of the network, for instance, the X array, the
oscillators form a traveling wave �TW�, i.e., same wave form
X0 shifted �delayed� by a constant time lag 	=T /N , Xk�t�
=X0�t+ �k−1�	� , k=1,… ,N. On the opposite side, the oscil-
lators are assumed to be in-phase �IP� with identical wave
form Y0, i.e., a synchronous state, Yk�t�=Y0�t� , k=1,… ,N.
Now assume that P�t� has spatio-temporal symmetry de-
scribed by the cyclic group ZN, i.e., the group of cyclic per-
mutations of N objects generated by
�1,2 ,… ,N�� �N ,1 ,… ,N−1�, and by the group S1 of tem-
poral shifts. Together, ZN�S1 acts on P�t� as follows. First,
ZN cyclically permutes the oscillators of both arrays,

ZNXTW�t� = �XN�t + �N − 1�	�,X1�t�,…,XN−1�t + �N − 2�	�	 ,

FIG. 2. Schematic diagram of a coupled cell system formed by
two arrays of Van der Pol oscillators. Each arrays contains N oscil-
lators, each coupled to its two nearest neighbors.
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ZNYIP�t� = �YN�t�,Y1�t�,…,YN−1�t�	 .

Then S1 shifts time by 	 so that

ZN � S1XTW�t� = �XN�t�,X1�t + 	�,…,XN−1�t + �N − 1�	�	 ,

ZN � S1YIP�t� = �YN�t + 	�,Y1�t + 	�,…,YN−1�t + 	�	 .

Since the oscillators are identical, we get

ZN � S1XTW�t� = XTW�t� ,

ZN � S1YIP�t� = YIP�t + 	� .

It follows that in order for YIP�t� to have ZN�S1 symmetry
the in-phase oscillators must oscillate at N times the fre-
quency of the oscillations of the traveling wave. The same
conclusion is reached if the roles of the X and Y arrays are
interchanged.

C. Model equations

We now provide evidence of the existence of a multifre-
quency pattern such as P�t�. We conduct numerical simula-
tions of a differential equation model for the network shown
in Fig. 2, with N=3 Van der Pol oscillators per array �results
with larger N are also provided�. In order to facilitate the
bifurcation analysis of the following section, we rewrite the
internal dynamics of each Van der Pol oscillator �4� in nor-
mal form �21�

ż = �
 + �i�z − �z�2z ,

where z�C is now the state variable and 
 and � are pa-
rameters. Observe that the Z2 symmetry of �4� is preserved
by the normal form. Then we model the network by the
following system of coupled differential equations:

ẋj = �
x + �xi�xj − �xj�2xj + cx�xj−1 + xj+1 − 2xj�

+ cyx

k=1

N

�yk�, j = 1,…,N mod�N� ,

ẏ j = �
y + �yi�yj − �yj�2yj + cy�yj−1 + yj+1 − 2yj�

+ cxy

k=1

N

�xk�, j = 1,…,N mod�N� , �7�

where xj �C and yj �C describe the state of the jth cell of
the X and Y arrays, respectively, cx and cy represent the cou-
pling strength within the X and Y arrays, respectively; and
cxy and cyx describe the cross-coupling strengths from the X
array to the Y array and vice versa, respectively. Figure 3
shows the results of integrating the model equations �7� with
N=3 and �cxy ,cyx�= �0.12,0.12�. The period of the traveling
wave is approximately T�13.272 s �frequency
�0.0753 Hz�. As predicted by theory, the in-phase oscilla-
tions of the Y array are three times faster �see power spectra
densities in lower panels� than the traveling wave produced
by the X array.

A generalization of the existence of similar multifre-
quency patterns in larger arrays depends upon network con-

nections that can satisfy the necessary conditions for the ZN
symmetry-breaking Hopf bifurcations, which induce the ar-
rays to oscillate, one in a TW pattern and one in an IP solu-
tion. The network configuration shown in Fig. 2 with N
odd, in particular, shows similar multifrequency results. We
have tested it with up to N=19 oscillators. Figure 4
illustrates additional examples. When N is even, however,
other coupling schemes need to be considered so that the
network can meet the necessary conditions for the Hopf
bifurcations. An analysis of the N-even case is deferred for
future work.

IV. BIFURCATION ANALYSIS

We now consider the issue of whether the multifrequency
patterns found in the network simulations are simply the re-
sult of a master-slave interaction between the X and Y arrays,
or whether these patterns can arise from a truly mutual inter-
action between the two arrays of oscillators. To address this
issue, we conduct, next, a numerical bifurcation analysis of
the existence and stability of multifrequency solutions of �7�
using the continuation package AUTO �36�. We use the
stable limit cycle solution found at �cxy ,cyx�= �0.12,0.12�,
see Fig. 3, which consists of one complete period of the
traveling wave and three periods of the in-phase oscillations,
as initial condition. We fix cyx=0.12 and then vary cxy. The
limit cycle is originally stable but it loses stability as cxy
decreases towards cxy =cxy

sn1=0.1082 �SN1�, see Fig. 5. To the
left of this critical point, the cycle locally disappears in a
saddle-node bifurcation. At cxy =cxy

sn1=0.1123, a second turn-
ing point SN2 is found but this time the limit cycle is always
unstable in the vicinity of SN2. A second pair of saddle-node
points, SN3 and SN4, with similar characteristics are also

FIG. 3. Multifrequency oscillations found in simulations of net-
work equations �7� with N=3. �Left� The X array generates a trav-
eling wave pattern, while the �right� Y array yields an in-phase
pattern that oscillates at three times the frequency of the traveling
wave. The bottom panels depict the corresponding power spectra
density �PSD� where it can be checked that the in-phase pattern has
a frequency three times greater than the traveling wave pattern
�0.227 98�3�0.075 99�. Parameters are 
x=
y =1.0, �x=�y =0.5,
cx=−0.4, cy =0.4, and cxy =cyx=0.12.
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found for cxy �0 �this is a consequence of the Z2 symmetry
mentioned above�. We remark that another consequence
of symmetry is the generical occurrence of structurally stable
heteroclinic cycles between two or more saddle-node points.
As time evolves, a typical trajectory near the cycle stays
for increasingly longer periods near each saddle node before
it makes a rapid excursion to the next saddle. Geometrically
speaking, symmetry tends to create invariant subspaces
in phase space through which such cyclic connections can be
facilitated by the intersection of stable and unstable mani-
folds of the saddle nodes. An analysis of these cycles is
beyond the scope of the present work. The interested reader,
however, is referred to the work by Buono, Golubitsky, and
Palacios �4�, in which the authors studied the existence
and stability of heteroclinic cycles in coupled cell systems
with dihedral symmetry. In that work, the authors used
the isotropy lattice of subgroups of the dihedral group as a
mechanism to study the existence of heteroclinic cycles.

An advantage of this mechanism over the more common
analysis of stable and/or unstable manifolds is the fact
that the isotropy lattice provides a systematic method for
studying cyclic connections involving not only saddle nodes
but also periodic solutions, resulting in a wide variety of
cycles.

Next we proceed to identify a two-parameter region on
the �cxy ,cyx� plane where stable multifrequency patterns such
as P�t� can exist, thus we now allow cyx to vary. As cyx

changes, we observe relative small changes in the one-
parameter bifurcation diagrams of Fig. 5 �results not shown
here�; the cxy coordinate of each saddle-node point remains
the same but the period T of the limit cycle at SN1 changes
as cyx varies. So we treat the period T as an additional bifur-
cation parameter. The top panel of Fig. 6 then shows the
two-parameter continuation of SN1 for three different fixed
values of T. Holding T fixed allows us to trace exactly the
same limit cycle solution located at SN1. In the bottom panel
of Fig. 6 we trace the locus of the stable multifrequency

FIG. 4. Additional multifrequency oscillations from simulations
of the network equations �7� with �top four panels� N=11 oscillators
per array and �bottom four panels� N=19 oscillators per array. The
in-phase pattern Y array has a frequency 11 and 19 times greater,
respectively, than that of the traveling wave. Parameters are top
panels, 
x=
y =1.0, �x=�y =0.5, cx=−0.3, cy =0.3, and cxy =cyx

=0.06; and bottom panels, 
x=
y =1.0, �x=�y =0.3, cx=−0.45, cy

=0.45, and cxy =cyx=0.034.

FIG. 5. Bifurcation diagrams for the multifrequency pattern
shown in Fig. 3. �Top� Maximum value of first component in the Y
array against parameter cxy. �Bottom� Period T of limit cycle solu-
tion against cxy. Filled and/or empty circles indicate stable and/or
unstable periodic solutions, respectively. All other parameters are
the same as in Fig. 3.
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pattern in the three-parameter space �cxy ,cyx ,T�. The shading
of the locus corresponds to the modulus of the largest non-
trivial eigenvalue � �there is always a trivial eigenvalue
��k�=1 in a direction tangent to the cycle�. As one can ex-
pect, ��� approaches one when cxy approaches cxy

sn1 where the
multifrequency cycle disappears in the above-mentioned
saddle-node bifurcation. It is also interesting to note that the
dark shaded area on the top right part of the locus
��cxy ,cyx ,T���0.19,0.16,14.2�� corresponds to the region
with most stable limit cycles. As the unstable limit cycles are
concerned, the top empty circle in the top panel of Fig. 6
corresponds to a multifrequency cycle with an eigenvalue of
����71 �this value rapidly increases to several thousands as
cyx is increased further�. The large magnitude of this eigen-
value indicates that the cycles that are in the unstable region
develop their instability in a very short period of time and,
thus, are not experimentally viable.

The continuation of the SN2 point yields loci curves simi-
lar to those shown in Fig. 6. The same conclusion applies to
SN3 and SN4, except that the loci curves are now located in
the second quadrant, �cxy �0,cyx
0�, a direct result of the
reflectional symmetry seen in the one-parameter bifurcation
diagram of T against cxy, see bottom panel in Fig. 5. The
following observations apply to the continuation diagrams
shown in Fig. 6. The loci of SN1 never cross the axes of the
parameter plane �cxy ,cyx�. Also, stable multifrequency pat-
terns only exist in the open region cxy 
cxy

sn1=0.1082, indi-
cating the natural restriction that the coupling TW→ IP must
be strong enough to support the multifrequency pattern.
However, more importantly, if a desired frequency for the
pattern must be achieved, then, for small cyx ,cxy must in-
crease to make up for the lack of interplay dynamics. In this
region �cxy �1�, however, the interplay between the two ar-
rays closely resembles the interaction of a master-slave in-
teraction. Nonetheless, for practical applications of actual
coupled oscillator devices, the mutual coupling between
units is typically small. It is clear that one could devise a
coupling scheme that uses a series of amplifiers in order to
increase the coupling strength. However, such a device
would definitely have some, potentially serious, disadvan-
tages, �a� device more difficult and expensive to build, �b�
device more expensive to operate �more power needed�, �c�
real oscillators are likely to saturate for high input power,
and �d� device much bulkier and thus reducing the range of
potential applications. Therefore, for experimentally feasible
and practical parameter values, it is more desirable that the
multifrequency pattern emerges from the mutual interaction
of the arrays rather than from a master-slave interaction. In
order to strengthen this argument we present in Fig. 7 the
dependence of the amplitude of the Y array as a function of
the coupling parameters. This amplitude is defined by
Ay =max�Re�y�t��	−min�Re�y�t��	 computed over the limit
cycle. The top panel represents the typical behavior of Ay as
the parameter cxy increases from the saddle node cxy

sn1. It is
clear that as the coupling decreases so does the response of
the Y array. However, the signal that the Y array receives is
proportional to the coupling strength cxy, and thus a better
indicator on the efficiency of the multifrequency output is
defined as the normalized amplitude Ay /cxy. This normalized
amplitude represents the conversion rate of the TW into the
IP pattern, and thus it is an indicator of the efficiency of the
multifrequency pattern. In the middle panel of Fig. 7 we
depict this normalized amplitude for cyx=0.15, where it is
clear that a maximum conversion rate is achieved for
cxy =cxy

M �0.1378. This indicates that the best multifrequency
conversion rate is attained at a relatively small value of cxy.
In fact, for other values of cyx , 0.05�cyx�0.25, see bottom
panel of Fig. 7, the local maximum conversion rate is located
near the values of cxy that are of the same order of magnitude
as cyx. This fact further supports the claim that the most
efficient and practical multifrequency pattern is achieved
when there is a truly mutual interaction between the arrays
�i.e., when cxy and cyx are of the same order of magnitude�.
Nonetheless, it is interesting to note that for larger values of
cyx �cyx
0.2 in Fig. 7�, a larger conversion rate might be
achieved with large values of cxy �cxy 
10�, even though

FIG. 6. Top, two-parameter continuation of the bifurcation
diagram shown in Fig. 5. Filled and/or empty circles indicate stable
and/or unstable periodic solutions, respectively. Bottom, stable
multifrequency branch in the three parameter space �cxy ,cyx ,T�.
The shading corresponds to the modulus of the first nontrivial
eigenvalue � of the multifrequency pattern �darker corresponding
to more stable, please note the logarithmic scale in the shading�.
As a guide, the three stable branches of the top panel are included
�thick black lines�. Since linear stability was computed using a time
map from t to t+T, the stability eigenvalues � j are associated with
a discrete map and thus the stability condition is �� j��1.
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there is a local maximum for the conversion rate around
cxy �0.15. This regime �cxy /cyx�50�, which could be
viewed as a master-slave regime, corresponds to coupling
parameter values that are likely to saturate the Van der Pol
oscillators and force them to work outside of practical opera-
tional ranges.

For practical applications of the proposed multifrequency
mechanism it is important to study the robustness of the
obtained multifrequency solutions. For this purpose let us
introduce an external noise that breaks the homogeneity of
the arrays. Since in the experimental applications it is
straightforward to tune the coupling parameters �the different
cells are usually coupled through tunable amplifiers�, we fo-
cus our robustness analysis to nonhomogeneities at the level
of the oscillator themselves. Let us then introduce an addi-
tive random perturbation to the internal parameters of the
oscillators �
x ,
y ,�x ,�y�. The perturbation is applied inde-
pendently to each oscillator in both arrays by adding a ran-

dom variable in �0, 1� with a weight proportional to the un-
perturbed parameter. We typically used a 5%–10%
perturbation in the X-array parameters �
x ,�x� and a
0.5%–5% perturbation in Y-array parameters �
y ,�y�. The
ensuing perturbed solution was found to contain a noisy
component most visible in the multifrequency array Y. We
have verified that other types of noise �cf. Gaussian� and a
wide range of oscillator array sizes �from N=3 to N=19� did
not qualitatively changed the results. As an example we de-
pict in Fig. 8 typical multifrequency noisy patterns induced
by a time dependent random noise in the oscillator param-
eters for N=11 �top four panels� and N=3 �bottom four pan-
els� oscillators per array. As shown in Fig. 8, the oscillations
in the Y array contain a noisy component on a multifre-
quency pattern. The X array also contains noise but it is not

FIG. 7. Amplitude of the multifrequency oscillation as a func-
tion of the coupling parameters. Top, amplitude of oscillation for
the Y array, Ay, as a function of the coupling parameter detuning
cxy −cxy

sn1 for cyx=0.15. Middle, same as above but with the ampli-
tude normalized by its input coupling. This normalized amplitude
gives a direct measure of the amplitude of the multifrequency os-
cillations with respect to the coupling strength. Namely, it measures
the conversion from TW to IP or, in other words, the multifre-
quency conversion efficiency. Bottom, same as middle panel for
different values of cyx. For a better comparison, each curve has been
rescaled by � corresponding to the maximum depicted in the
middle panel. For cyx=0.05, 0.10, 0.15, 0.20, 0.25 the maximum
normalized amplitudes are approximately �=6.78�10−4 ,5.41
�10−3 ,1.83�10−2 ,4.33�10−2 ,8.48�10−2.

FIG. 8. Multifrequency oscillations under the presence of noise
for N=11 �top four panels� and N=3 �bottom four panels� oscilla-
tors per array. Random, time dependent, noise has been added to the
internal parameters of the oscillators. Each oscillator is perturbed
independently with an external noise of 5% in �x and 
x and 0.5%
in �y and 
y for N=11 �top panels� and 10% in �x and 
x and 5%
in �y and 
y for N=3 �bottom panels�. The unperturbed parameter
values are 
x=
y =1.0, �x=�y =0.5, cx=−0.4, cy =0.4, and
cxy =cyx=0.11 for N=11; and cxy =0.19 and cyx=0.16 for N=3. Note
that the parameter values for N=3 lie in the region with most sta-
bility depicted by the dark shaded area in Fig. 6.
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very visible due to the spatial scale of the amplitude of
the oscillations. Zooming in, however, would reveal the
effects of noise on the amplitude of the wave. The power
spectra density for the two arrays confirms that the multifre-
quency patterns with a ratio N :1 is preserved. Although the
PSD spectrum of the oscillations in the heterogeneous
network are not as clean as those of the homogeneous net-
work, see Fig. 3 and Fig. 4, the PSD spectrum suggests a
nominal frequency in the in-wave oscillations with small
noise modulating the amplitude of the wave. It is also inter-
esting to note that for N=3, the noise level that could be
introduced to the system before destroying the multifre-
quency oscillations is quite large, 10% noise in X and 5% in
Y. This is due to the fact that we chose parameter values
where the multifrequency oscillations are the most stable.
These parameters correspond to the dark shaded area in Fig.
6 around �cxy ,cyx���0.19,0.16�. This naturally suggests that
in practical applications, where external noise is inherent,
one should optimally choose the parameter values for a par-
ticular configuration to lie within the most stable parameter
regions.

V. CONCLUSIONS

We have produced multifrequency patterns through two
interconnected arrays of Van der Pol oscillators �each array
consists of an odd number N of oscillators�. The “fast,”
Y-array oscillates in-phase at a frequency N times faster than
the “slow,” X array, which generates a traveling wave pat-
tern. Both patterns, IP and TW, are controlled via the cross
couplings between the two arrays, cxy couples TW→ IP and
cyx couples IP→TW. Furthermore, we have found an open
region in coupling parameter space �cxy 
0,cyx
0� where a
family of stable multifrequency patterns exist for cxy 
cxy

sn1.
The entire family is parametrized by the couplings strengths
and the period T of the TW solution. Interestingly, however,
is the fact that for a given fixed period T, and small cyx, the
stable multifrequency patterns only exist for large values of
cxy, which corresponds to a region of parameter space
where the arrays behave as a master-slave system. On the
other hand, the maximum multifrequency conversion rate
TW→ IP occurs when the values of the two cross couplings
are of the same order of magnitude. That is, the maximum
conversion rate is attained when both arrays truly interact
with each other, as opposed to one being the master and one
the slave. The existence of multifrequency patterns in arrays
with arbitrary number of oscillators depends upon network
connections that can support the coexistence of a TW pattern
and an IP solution. In principle, an array with SN symmetry
should include both types of solutions for any N, though their
stability properties would certainly change. More details can
be obtained through the theory of symmetry-breaking Hopf
bifurcations applied to networks with ZN symmetry
�24,26,28–30�. The network of Fig. 2, in particular, exhibits
multifrequency phenomenon for larger arrays. Table I sum-
marizes the set of parameter values where these patterns
have been observed, from N=3 up to N=19. A complete

bifurcation analysis of each individual case is beyond the
scope of this work.

It would also be interesting to study what happens when
the arrays do not have the same number of oscillators, but
such change would lead to a different type of network, i.e.,
an interconnected system of different subnetworks, which
cannot be considered as a small perturbation. For this reason
we defer consideration of this case for future work. From an
experimental point of view, a circuit implementation of the
network model equations is limited by the choice of cross-
coupling functions that can satisfy operational regimes �cf.
avoid a saturation of the oscillators�. Nevertheless, the evi-
dence presented in this paper suggests that the most experi-
mentally viable option for the sustainability of multifre-
quency rhythms derives from the mutual interaction between
the arrays.

For practical applications it is important to study the ef-
fects generated by the fact that in practice the oscillators are
not identical. Also, random, temporal, variations of the pa-
rameters could be induced by a noisy environment. In order
to test the robustness of the multifrequency patterns to these
imperfections, we added large levels of �time dependent�
noise in the internal parameters for each individual oscillator
independently. The results presented here demonstrate that,
by choosing the unperturbed internal parameters of the oscil-
lators to lie within appropriate stability regions, noise levels
of 5%–10% can be absorbed by the array without destroying
the multifrequency pattern. This noise level is well within
expected levels induced in typical applications. The experi-
mental setup of these ideas is currently in progress and will
be reported in a future publication.
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TABLE I. Parameter values for various cases of multifrequency
patterns observed through simulations of the network equations �7�.

N=M kx 
x �x ky 
y �y cxy =cyx

3 −0.4 1.0 0.5 0.4 1.0 0.5 0.12

5 −0.5 1.0 0.5 0.5 1.0 0.5 0.12

7 −0.3 1.0 0.5 0.3 1.0 0.5 0.06

9 −0.3 1.0 0.5 0.3 1.0 0.5 0.06

11 −0.3 1.0 0.5 0.3 1.0 0.5 0.06

13 −0.3 1.0 0.5 0.3 1.0 0.5 0.03

15 −0.3 1.0 0.5 0.3 1.0 0.5 0.035

17 −0.4 1.0 0.5 0.4 1.0 0.5 0.035

19 −0.45 1.0 0.3 0.45 1.0 0.3 0.034
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