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Abstract

We present a framework for studying vortex lattice patterns and their structural transitions, using the Parrinello–Rahm
method for molecular-dynamics (MD) simulations. Assuming an interaction between vortices derived from a Ginzburg–
field-theoretic context, we extract the ground-state of a “vortex gas” using the PR-MD technique and find it to be a tr
pattern. Other patterns are also obtained for special initial conditions. Generalizations of the technique, such as the in
external potentials or excitation of quadrupolar modes, are also commented upon.
 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The study of configurations and dynamics
a large number of topological charges has gai
considerable momentum due to the recent exp
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mental advances in creating vortices[1] and vortex
lattices [2–5] in Bose–Einstein condensates (BEC
[6,7]. Vortex lattices (VLs)[2–5] are particularly in-
triguing for many reasons. They are observed to
much more robust experimentally than was expec
theoretically[8]. Also, they form very clearly ordere
triangular lattices under the considered experime
conditions[2]. These are the so-called Abrikosov la
tices[9], that were predicted long before in the theo
of superconductivity. In the context of type-II supe
.
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conductors, the free energy arguments of Ref.[10] can
be used to demonstrate that the triangular lattice is
most energetically favorable, ground-state1 configu-
ration. Experimental images of such lattices can
found in Ref.[11]. Furthermore, these lattices can
distorted and may display interesting non-equilibriu
dynamics, upon excitation of appropriate quadru
lar modes forming transient orthorhombic, sheetl
or other patterns such as ones containing disloca
defects and other types of “imperfections” in th
crystalline structure[2,3].

Naturally, such patterns of topologically charg
states in the context of BECs have rejuvenated the
terest in the study of vortices (see, e.g., Ref.[12] for a
recent review) and more specifically in the study of l
tices (see, e.g., Refs.[13,14] and references therein
We mention in passing that such patterns are also
evant in a variety of other contexts including sup
fluid 3He [15], as well as fluid mechanics (see, e.
Ref. [16]). Motivated by these findings, we revisit th
topic of vortex lattices where we will assume, to fir
order approximation, that the vortex “particles”, in
tialized at random locations and without kinetic ene
in this setting, do not feel any external parabolic pot
tial (below we relax this assumption).

Our aim is to provide a proof-of-principle exam
ple of how to implement, in the vortex lattice co
text, the Parrinello–Rahman (PR) technique that
been successfully used in the study of ground st
and stress-induced structural transitions of crystal
materials[17]. The original idea of Parrinello an
Rahman was to develop a molecular-dynamics (M
extended-system method[18] that accounts for box
shape and size changes, i.e., the shape and size
computational domain (box) in which the dynam
occurs are themselves properly treated as dynam
variables. In Ref.[17], this allows to exert an exte
nal isotropic stress and observe structural phase
sitions. In our setting, this allows a given pattern
transfer some of its energy to the “flexible” doma
and hence assume (or modify) its own ground-s
configuration. To this date, this has been a widely u

1 While vortex lattice configurations are highly excited states,
use in this Letter the termground-stateto denote a configuration tha
minimizes energy within the subset of vortex lattice configuratio
e

technique in the MD context (see, e.g., Refs.[19–21]
and references therein for variants of the method).

The main theme of this contribution is to prese
systematically the PR-MD approach for vortex lattic
based on a quasi-particle approach that incorpor
pairwise potential interactions. We will implement t
PR-MD technique to obtain the triangular ground-st
configuration, as well as other metastable, trans
states for a pairwise potential derived from the inter
tion of spirals in the context of the complex Ginzbur
Landau equation. Finally, we will discuss how t
technique can be extended to account for external
tentials or to illustrate structural transitions of the VL
By using this PR-MD approach it is possible to fo
low large (infinite) clouds of vortices, their crystallin
configurations and structural transitions, without
need of numerically solving the original field-theore
models. This in turn allows for a systematic study
possible structural transitions and their excitations (
ing coarse computational techniques, see conclusi
that otherwise would be prohibitive using the origin
field-theoretic settings.

2. PR-MD general setting

The PR-MD technique is based onaugmentingthe
vortex dynamical equations in a systematic fash
with equations for theMD cell (box) in which the vor-
tices are contained[17]. Here, we adapt the PR-MD
approach to the two-dimensional setting relevan
vortices. If we assume that the coordinates of the b
vectors(�a, �b)T are (ax, ay)

T and (bx, by)
T , respec-

tively (T denotes transpose), then these form a 2× 2
matrix, denotedh in the PR notation, withh11 = ax ,
h21 = ay , h12 = bx andh22 = by . Then, the metric ma
trix G = hT h can also be identified as a simple (sy
metric) 2× 2 matrix. Using then the PR ansatz[17],
one writes down the Lagrangian for the augmented
namics as:

L= 1

2

∑
n

M
(
G11ξ̇

2
n + 2G12ξ̇nν̇n + G22ν̇

2
n

)

− pextS + 1

2
W

(
ȧ2
x + ȧ2

y + ḃ2
x + ḃ2

y

)

(1)−
∑
m,n

V (rmn,ψmn).
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In the above Lagrangian,V is the vortex–vortex pair
wise interaction potential (see below).W is the “mass”
of the MD cell (the dynamics is typically independe
of its value; the latter determines how fast—for sm
W—or slowly—for largeW—the dynamics will ap-
proach its long-term behavior).M is the mass of the
particles. Since we are only interested in ground-s
configurations the actual value of the mass is irrelev
(the ground state only depends on the potential inte
tion between particles). So, without loss of genera
of our results we setM = 1. pext is the externally
applied hydrostatic pressure to the MD cell. In wh
follows we setpext = 0; however, we have checke
thatpext > 0 leads to essentially the same lattice c
figurations with slightly smaller MD box sizes. Notic
that in 3D, pext multiplies the volumeΩ [17]. The
2D analog is multiplying the surfaceS = |�a × �b|. rmn

is the distance between the vortex centers(xm, ym)

and (xn, yn), while ψmn is determined by the angl
between the centers and the horizontal (X) direction:
ψmn = tan−1[(ym − yn)/(xm − xn)]. Notice that the
physical coordinates�rn = (xn, yn)

T and the PR-MD
(scaled computational) coordinates�sn = (ξn, νn)

T are
connected through�rn = h · �sn. The ensemble inher
ent in our formalism is an iso-enthalpic, isobaric o
but using the ideas of Ref.[17], it can be extended t
an isostress and/or isothermal case. In fact, we im
mented an isothermal–isobaric version of the MD
proach (by rescaling the velocities of the particles) a
found that the equilibrium configurations were prac
cally indistinguishable from the isoenthalpic–isoba
ones.

From the 2D Lagrangian(1), one can obtain the dy
namics for each of the 4N +8 degrees of freedom, sa
qn andq̇n, via the Euler–Lagrange equations:

(2)
d

dt

∂L
∂q̇n

= ∂L
∂qn

.

To derive and solve these dynamical equations,
need the interaction potential between the vortic
For our proof-of-principle example, we will use th
vortex–vortex interaction potential derived by Ara
son et al. [22] for spiral defects in the comple
Ginzburg–Landau (CGL) equation. The motivation
this choice stems from the fact that at nonzero tem
atures, dissipation should be considered (due to the
pletion of atoms from the condensate and into the
phase); then the Gross–Pitaevskii equation (GPE)[7],
used to describe the BECs at zero temperature ass
complex coefficients and hence becomes an effec
CGL equation. Such a dissipative model follows t
form presented in Ref.[23], where it was obtained
phenomenologically to incorporate damping in BE
(see also, e.g., Ref.[24] for other superfluid systems
Nevertheless, as shown in Ref.[25], such a CGL equa
tion may also be derived (under some approximatio
from a generalized GPE describing a trapped Bose
at finite temperature[26]. However, apart from ou
purpose to “emulate” situations encountered in rea
tic experiments, the particular form of the interacti
potential is also consistent with the fact that the C
spirals have the same essential dynamic ingredi
as the vortices in the GPE: (a) opposite-charge st
tures travel together perpendicular to the line that jo
them and (b) same-charge structures produce a f
perpendicular to the line that joins them, and thus
tate around each other. Furthermore, it should be n
that the interactions of CGL defects are more com
cated[22] than the standard logarithmic interaction
vortices in superfluid helium[27]. Thus, the potentia
used in the MD simulations is:

(3)V (r,ψ) =
√

β1

r
e−(β1r) −

√
β

r
e−(βr+α(σm+σn)ψ),

whereσi is the topological charge of vortexi. The
second term in(3) corresponds to a long-range attra
tion and is the term that arose in the CGL studies
Ref. [22]. However, notice that we also incorpora
a phenomenological first term in Eq.(3) that corre-
sponds to a short-range repulsion, justified by the
ture of the vortex–vortex interaction (and the fact t
the vortices do not collapse into each other, but ra
rotate or propagate at a certain distance from e
other). Note that the parameterα in Eq. (3) controls
the rotation of the vortex cloud, whileβ1 (β) mea-
sures the strength of the repulsive (attractive) fo
between the vortices. We should remark here that
the large class of potentials with long-range attract
and short-range repulsion, these results will essent
be model independent.

3. PR-MD ground-state simulations

Having set up the dynamical framework v
Eqs. (1)–(3), we can now examine the properties
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Fig. 1. Crystalline configurations obtained from the PR-MD simulations without PBCs. The parameters are:β = 1, (a)–(c)Nv = 36, α = 0;
(d) Nv = 100; (e)–(f)Nv = 249; (d)–(f)α = 0.001; (a), (b)β1 = 2 and (c)–(f)β1 = 3.25. For (a)–(e), all vortices have same charge and
(f) approximately half of the vortices have chargeσ = +1 (crosses) and the other halfσ = −1 (circles). In order to enhance the crystalli
structure, thin lines are plotted connecting approximately equispaced vortices.
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the vortex crystalline structure, using the PR-MD te
nique. Firstly, we examine the behavior for afinite
number of vortices by performing numerical expe
ments in a cell without implementing periodic boun
ary conditions (PBCs). InFig. 1, we present typica
results from the PR-MD simulations for increasi
number of vortices. Typically, for a small number
vortices (Nv = 36, cf. Fig. 1(a)–(c)), the crystalline
configuration corresponds to patterns of equispa
concentric rings (see dotted circles in inset (b)), res
bling the behavior of a shell-type model. For a larg
number of vortices (Nv > 100), the crystalline patter
corresponds to a core with a triangular configurat
surrounded by circular shells. This behavior is rem
niscent of the competition between circular symme
and the tendency towards triangular patterns in ro
ing superfluids[28]. The results presented inFig. 1
tend to suggest that in the large-Nv limit the ground-
state configuration is a triangular lattice pattern.

In the experimental settings (see, e.g., Refs.[2,3]),
it is typically possible to generate hundreds of v
tices. Hence, it is relevant to examine the behavior
lattice consisting of many vortices (and in part to co
sider the thermodynamic limit ofNv → ∞). To study
such configurations, we impose PBCs around the
box and adopt the so-called minimum image conv
tion for interactions with particles in all 8 neighborin
periodic image boxes of the original cell (for each v
tex only the largestNv contributions, from all 9 boxes
are used)[18].

In order to obtain the ground-state configuration
the system, we initialize the MD simulation with a vo
tex cloud of same-charge vortices placed at rand
locations inside the box. The mean-path distance
tween neighboring vortices was chosen to be clos
the location of the minimum of the pairwise pote
tial (3) in order to ensure a small deformation of t
box as the vortex cloud crystallizes. A typical sim
lation is depicted inFig. 2, where the initial random
cloud of Nv = 225 same-charge vortices equilibra
to a triangular configuration. The net effect of theα

term in the pairwise potential(3) is to rotate the whole
cloud clockwise (for positive charges). Neverthele
the box adjusts itself to the rotation and the cloud
scaled computational coordinates(ξ, ν) appears sta
tionary after the crystalline structure equilibrates. I
worth mentioning that, since the PR-MD Lagrangi
dynamics is conservative, the obtained equilibra
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er
turbation
Fig. 2. MD simulation with a random initial pattern ofNv = 225 same-charge vortices. After a short transient (t < 8), the configuration
equilibrates into a triangular lattice (t = 10). Parameters:α = 0.00001,β = 2 andβ1 = 3.25.

Fig. 3. MD simulations with an initial pattern (a) corresponding to a slightly perturbed square lattice ofNv = 225 same-charge vortices. (b) Aft
some transient, the configuration equilibrates to a star pattern. (c) Rhomboidal pattern obtained from a slightly different initial per
of (a). Same parameters as inFig. 2.
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patterns have the same total energy (in computati
coordinates) as the initial configuration and the “e
cess” energy (kinetic and potential) of the individu
particles is stored by the box itself. Extensive simu
tions using different initial conditions and paramet
typically settled into a rotatingtriangular lattice. This
suggests that the ground-state configuration for a la
cloud of vortices corresponds to a triangular lattice
has been observed in the BEC experiments[2]. For
clarity of presentation, all the figures in this man
script are depicted in a co-rotating reference fra
in real (physical) coordinates.2 The results presente
here are not particularly sensitive to the initial state
the box (size or shape) or the position of the vortice
provided that the initial configuration, in real coo
dinates, is not (energetically) far from the triangu
crystalline ground state. It is also possible to obt
a triangular crystalline configuration by starting w
an MD box angle close toπ/3 and vortices arrange

2 Notice that the rotation can be “factored out” by imposing
non-holonomic constraint; however, we did not incorporate suc
approach in the present setting.
close to a square configuration in computational co
dinates (i.e., a triangular configuration in real coor
nates).

For some simulations, dislocation defects (and
general, lattice imperfections) on the final configu
tion were clearly visible; in particular, this is observ
when the number of vortices in our “unit box” is su
that a uniform tiling of the plane cannot be achiev
During our MD simulations, we were able to obser
some richer periodic patterns. Specifically, when st
ing from a slightly perturbed square lattice, the vor
cloud does not necessarily equilibrate to a triangu
crystal but rather, for different initial perturbations,
a rhomboidal crystal (similar to the one observed i
BEC experiment[4]) or to a combination of local tri
angular and square blocks. These crystalline struct
are local minima of the total energy—large enoug
perturbations destroy them and the cloud equilibra
to a triangular lattice. An example of this rich patte
formation is presented inFig. 3where the frozen crys
talline structures corresponding to “star” and rho
boidal patterns are depicted. Such transient patte
as well as dislocation type defects also have been
served in the experiments of Refs.[2,3].
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st
tion.

l mixed
Fig. 4. MD simulation ofNv = 256 mixed charge vortices. Half of the vortices are set with chargeσ = +1 (crosses) and placed in the fir
and third quadrants, while the other half are set with chargeσ = −1 (circles) and placed in the remaining quadrants. (a) Initial configura
(b) Forα = 0.001, the configuration equilibrates to a triangular lattice with no mixing of the sub-clouds of different charges. (c) Forα = 0.01,
the rotation of each sub-cloud is strong enough to “mix” the initial configuration that finally settles down to a triangular lattice of wel

positive- and negative-charge vortices.
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Up to this point, we have treated cases where all
vortices have the same charge (exceptFig. 1(f)). Let us
briefly describe the case of a vortex cloud with mix
charges. A cloud of positively (negatively) charg
vortices rotates clockwise (counter-clockwise).Fig. 4
depicts the chief characteristics for the evolution
a mixed-charge vortex cloud. The MD simulation
started with 2 positive-charge clouds (first and th
quadrants) and 2 negative-charge clouds (second
fourth quadrants), for a total ofNv = 256 vortices.
For weak rotation (α = 0.001), each sub-cloud rapidl
equilibrates to a triangular pattern (inset (b)) w
some defects at the sub-cloud boundaries. Howe
for stronger rotation (α = 0.01), the sub-clouds mix
and finally settle to a well mixed triangular pattern (
set (c)) similar to the one depicted for a mixed-cha
cloud inFig. 1(f).

4. Conclusions and extensions

In the present work, we have demonstrated h
to implement the Parrinello–Rahman molecular-dy
mics scheme in order to identify ground states a
structural transitions of vortex lattices. We have co
cluded that for sufficiently large numbers of vortice
the system settles into triangular configurations wh
structurally resemble to the ones observed in Bo
Einstein condensate (BECs) experiments[2], even
though other configurations such as the orthorhom
ones of Ref.[3], as well as structures with defects[2,3]
have also been observed.

It is interesting to point out how extensions of t
PR-MD technique can be implemented to account
experimentally relevant trapping or excitation con
tions. In particular, external potentials such as an
tical lattice potential[29] in the BEC setting can b
easily incorporated in the frame of Eq.(1) by intro-
ducing an effective potential acting on the coher
structure centers[30]. Furthermore, the excitation o
quadrupolar or other modes, in the spirit of the exp
ments of Ref.[3], can be realized by identifying stead
states, such as the triangular ones, by means of N
ton iterations and obtaining their eigenmodes (es
cially ones inducing instabilities). Preliminary resu
yield very interesting dynamical phenomena (such
global oscillations) and will be presented elsewhe
Finally, numerical experiments with much larger nu
bers (but roughly fixed density) of vortices (i.e., larg
cell sizes) would be very interesting in identifyin
whether the results presented herein persist in
“thermodynamic limit”. Such studies, using the coa
computational techniques of Ref.[31], are in progress
and will be reported in future publications.
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[20] R. Martǒnák, A. Laio, M. Parrinello, Phys. Rev. Lett. 90 (200

075503.
[21] J. Zhao, D. Maroudas, F. Milstein, Phys. Rev. B 62 (20

13799.
[22] I.S. Aranson, L. Kramer, A. Weber, Physica D 53 (1991) 37
[23] S. Choi, S.A. Morgan, K. Burnett, Phys. Rev. A 57 (199

4057.
[24] I. Aranson, V. Steinberg, Phys. Rev. B 54 (1996) 13072.
[25] K. Kasamatsu, M. Tsubota, M. Ueda, Phys. Rev. A 67 (20

033610.
[26] E. Zaremba, T. Nikuni, A. Griffin, J. Low Temp. Phys. 11

(1999) 277.
[27] R.J. Donnelly, Quantized Vortices in He II, Cambridge Un

Press, Cambridge, 1991.
[28] L.J. Campbell, R.M. Ziff, Phys. Rev. B 20 (1979) 1886.
[29] B.A. Anderson, M.A. Kasevich, Science 282 (1998) 1686;

F.S. Cataliotti, S. Burger, C. Fort, P. Maddaloni, F. Minar
A. Trombettoni, A. Smerzi, M. Inguscio, Science 293 (200
843;
M. Greiner, O. Mandel, T. Esslinger, T.W. Hänsch, I. Bloc
Nature (London) 415 (2002) 39.

[30] See, e.g., Th. Busch, J.R. Anglin, Phys. Rev. Lett. 84 (20
2298;
G. Theocharis, D.J. Frantzeskakis, P.G. Kevrekidis, B.A. M
omed, Yu.S. Kivshar, Phys. Rev. Lett. 90 (2003) 120403.

[31] I.G. Kevrekidis, C.W. Gear, J.M. Hyman, P.G. Kevrekid
O. Runborg, Commun. Math. Sci. 1 (2003) 715.

http://cua.mit.edu/ketterle_group
http://www.tam.uiuc.edu/publications/
http://www.tam.uiuc.edu/publications/
http://www.tam.uiuc.edu/publications/

	A Parrinello-Rahman approach to vortex lattices
	Introduction
	PR-MD general setting
	PR-MD ground-state simulations
	Conclusions and extensions
	Acknowledgements
	References


