Breathing behavior of coupled Bose-Einstein condensates: from multi-soliton interactions to homoclinic tangles
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We consider the interaction of Bose-Einstein condensates in a nonlinear lattice formed from the local minima of an externally imposed periodic potential. Within a one-dimensional geometry, we develop a perturbation expansion for the motion of a condensate within the confines of the local minima of its potential well. Coupled to the near-neighbor interaction with the adjacent condensates, we show that the resultant system of lattice differential equations possesses spatially localized breathing solutions.

I. INTRODUCTION

More than three quarters of a century ago, Bose and Einstein predicted that a gas at very low temperatures and densities turns into a Bose-Einstein condensate that can be described by what is called now Bose-Einstein statistics [1, 2]. In a Bose-Einstein condensate (BEC), all the atoms share the same quantum state. This novel state of matter, which exists at temperatures only a few billionths of a degree above absolute zero, was first achieved experimentally in the mid-1990’s, see Refs. [3, 4]. Recent advances in cooling techniques have triggered a vast experimental and theoretical investigation of the novel dynamics of BECs [5].

A mean field approach, which neglects three body collisions, allows for the macroscopic description of the BEC through the Gross-Pitaevskii (GP) equation [5–7]

\[ i\hbar \frac{\partial \psi}{\partial t} = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\vec{r}) + g_0 |\psi|^2 \right) \psi, \tag{1} \]

where \( \psi = \psi(\vec{r}, t) \) is the condensate wave function and \( |\psi(\vec{r}, t)|^2 \) physically represents the density distribution of atoms in the condensate. The inter-atomic interactions are described by an effective coupling constant [5, 8]

\[ g_0 = \frac{4\pi\hbar^2a}{m} \]

where \( a \) is the scattering length and \( m \) the atomic mass of the atoms inside the BEC. The scattering length \( a \) is negative (positive) for attractive (repulsive) atomic species [5]. In this work we deal with attractive species \( (a < 0) \) that support bright soliton structures in the one-dimensional setup [5]. The total external potential \( V_{\text{ext}}(\vec{r}) \) is comprised of a confining magnetic potential \( V_{\text{conf}} \) in which the BEC is grown and a manipulating potential, \( V_{\text{per}} \), which is typically periodic with a period much smaller than the spatial scale of the confining potential,

\[ V_{\text{ext}}(\vec{r}) = V_{\text{conf}}(\vec{r}) + V_{\text{per}}(\vec{r}). \]

Of particular interest is the dynamics of BECs which are localized within a periodic potential generated by counter propagating laser beams [9–14]. The superposition of a number of interference patterns with the appropriate spatial periodicity permits the construction of a wide variety of periodic potentials. Indeed, novel techniques for manipulating the condensates, including micro-magnetic guides [15] and the growth of condensate on a grated surface, chips or lithographically imprinted surface [16–19], open up a host of possible applications.

In this paper we consider a cigar-shaped condensate with two strongly confined transverse directions (arising from the confining magnetic potential) for which the dynamics along the principle axis of the cigar-shape can be accurately described by the one-dimensional GP equation [5, 8, 20–22, 24–26]:

\[ iu_t + \frac{1}{2}u_{xx} + |u|^2u = V(x)u, \tag{2} \]

where \( u = u(x, t) \), the subscripts denote partial derivatives, and the physical quantities (time, space, BEC density, potential) have been nondimensionalized [5, 22]. As a further simplification the confining potential is neglected and the potential is taken to be completely periodic. The actual form of the local minima is not essential to the analysis, the square of the Jacobi elliptic sine function

\[ V(x) = V_0 \text{sn}^2(x;k), \tag{3} \]

is taken since the local wells are well approximated by tanh functions as \( k \to 1 \), where \( k \) is the elliptic modulus.

The main aim of the present work is to find localized oscillations (breathers) [23] supported in chains of couple bright solitons (slightly pinned to their respective minima of the periodic potential) and some of their properties. Specifically, the manuscript is organized as follow. In Sec. II we describe the the oscillations of single (uncoupled) bright solitons inside the potential minima of the
periodic external potential using a conservation approach and its improvement via perturbation theory. We also briefly study the weak radiation loss of this oscillatory process. In Sec. III we analyzed the soliton-soliton interactions without the presence of the external potential and obtain a reduced differential equation on the soliton’s position described by a real Toda lattice. Sec. IV is devoted to validate the lattice differential equation that is obtained by combining the soliton-potential and soliton-soliton interactions. In Sec. V we construct localized oscillations supported by the soliton chain and analyze some of its properties such as robustness, mobility and collisions. Finally, in Sec. VI we conclude with a brief overview of our approach and the possible extensions and applications.
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**FIG. 1**: A single conglomerate of condensate oscillating inside the potential \( V(x) \) (4). The potential strength is \( V_0 = 0.1 \) and the initial velocity of the soliton is \( v_0 = 0.1 \).

## II. SOLITON OSCILLATIONS

The first step to describe the coupled dynamics of the soliton train inside the periodic potential is to describe the interaction of a single soliton with the respective local minimum of the potential. For small perturbations, each (uncoupled) soliton performs oscillations about their respective local potential minimum (see Fig. 1). We characterize below this behavior with two different approaches: a) using the conservation of mass and energy (Sec. II A) and b) employing a perturbation approach (Sec. II B).

### A. Conservation approach

In order to find approximate equations for the oscillatory movement we use an appropriate ansatz approach together with the mass and energy conservation as in Ref. [27]. The GP equation (2) with \( V_0 = 0 \) is completely integrable and possesses an infinite number of conserved quantities. Nevertheless, for \( V_0 \neq 0 \), it still admits the total mass \( N \) (number of atoms in the condensate) and energy \( E \) [see Eqs. (A1)] to be conserved under the evolution of Eq. (2).

Let us consider the case of a single soliton inside a single potential through. This corresponds to the limit \( k \to \infty \) that yields a potential

\[
V(x) = V_0 \tanh^2(x),
\]

whose steady state solution (i.e., when the soliton is centered at the bottom of the potential) is given by [28]

\[
\psi_0(x,t) = H \text{sech}(x)e^{-i(1/2-V_0)t}.
\]

Let us now allow for the amplitude \( H(t) \), width \( \nu(t) \) and position \( \xi(t) \) of the soliton to be time dependent parameters:

\[
u(x,t) = H(t) \text{sech}(2(\nu(x - \xi(t)))) e^{-i(1/2-V_0)t}.
\]

Then, using the conservation of mass and energy \( (dN/dt = 0 = dE/dt) \) and approximating the overlapping integral between the soliton and the potential (see Appendix A for details) yields the following Newtonian equation for the center of the solitons:

\[
\ddot{\xi} = -V_{\text{eff}}(\xi)
\]

with an effective potential

\[
V_{\text{eff}}(\xi) \approx 2\nu V_0 \left[ \frac{4}{15} \xi^2 - \frac{4}{63} \xi^4 \right],
\]

where the width \( \nu = 1/2 \) corresponds to a resting soliton.

We now compare the oscillation frequency from the effective potential (8) against the numerically computed results obtained from directly integrating the GP equation (2). Imposing a relation between initial pulse velocity, \( v_0 \), and well amplitude, \( V_0 \), assures that the dynamics belong in the appropriate small-amplitude regime. Figure 2 shows the behavior for the oscillation frequency for an initial soliton velocity of \( v_0 = V_0/5 \). The frequency of oscillation obtained by the energy approach (green dashed line) does not coincide exactly with the numerical results (red circles), except in the case when \( V_0 \to 0 \) (see inset in the figure).

### B. Perturbative analysis

In order to improve upon the above conservative approach we now employ a perturbative analysis to more accurately describe the oscillatory behavior of a single hump of Bose-Einstein condensate inside a single well of the form (4). We rewrite the exact stationary (static soliton centered at the minimum of the well) solution (5) as

\[
u_0(x,t) = R_0(x) e^{-i\omega_0 t},
\]

where

\[
R_0(x) = \sqrt{1-V_0} S(x),
\]

and

\[
\omega_0^2 = \frac{1-V_0}{2V_0}.
\]
we consider a general perturbation to the stationary state (9) of the form

\[ u(x, t) = R(x - \xi) e^{i\omega t}, \]

where

\[ R(s) = R_0(s) + V_0 \psi(s, V_0) \]
\[ \rho(s, t) = v s + \omega t. \]

Here \( \psi \) (the shape correction) is a real function, \( v \) and \( \xi \), respectively the velocity and position, are time dependent scalars, and \( \omega \) is the frequency.

After expanding phase, position and shape correction on the small parameter \( V_0 \), solving to second order in \( V_0 \) and keeping terms up to third order in \( \xi \) (see Appendix B for details) yields the following form for the effective potential

\[ V_{\text{eff}2}(\xi) \approx V_0 \left[ \left( \frac{4}{15} - \frac{112}{1125} V_0 \right) \xi^2 - \frac{4}{63} \xi^4 \right]. \]

This new effective potential (13) gives a much better approximation to the oscillation frequency (cf. blue solid curve in Fig. 2) over a large span of potential amplitudes \( V_0 \) (relative error of less than 2% over the range of velocities considered).

### C. Radiation of a single BEC hump

We show via numerical simulation that radiation loss is indeed present but that the rate of dissipation is very small (compared to typical oscillation times). The radiation loss damps the oscillation amplitude for the soliton parameters. The radiated energy is absorbed by the boundary conditions. These damping boundary conditions are achieved by multiplying the solution by \( 1 + \delta(x) \) at every time step, where \( \delta(x) \) is a smooth function such that \( \delta \ll 1 \) near the boundaries and \( \delta = 0 \) inside the domain. Figure 3 depicts the envelopes for the oscillation of \( H, c \) and \( \xi \) over \( 20\,000 \) time units (equivalent to approximately 700 periods in \( \xi \) and 1400 periods in \( H \) and \( c \)). This picture clearly reveals a decay on the amplitude of oscillation due to the radiation loss. The total decay in amplitude over \( 20\,000 \) time units is approximately 35%. The total decay may seem to be high. However, careful inspection of the envelopes depicted in Fig. 3 reveals that the decay is approximately equal to 12% for the last half of the run and 5% for the last quarter. This is due to the fact that as the amplitudes of oscillation of \( H, c \) and \( \xi \) decrease, the soliton resembles the exact stationary solution (which is free of radiation). Therefore, if one wants to obtain steady (or quasi-steady) oscillatory behavior it is necessary to choose configurations with small deviations from the exact solutions.

![Fig. 2: Frequency of the oscillating soliton as a function of potential strength.](image)

**FIG. 2:** (Color online). Frequency of the oscillating soliton \( \omega \) as a function of potential strength \( V_0 \). The numerical experiments for \( V_0 = 0.1 \) and \( v_0 = V_0/5 \) for the full NLS simulation are depicted with circles. The frequency obtained using \( V_{\text{eff}1} \) (8) by the energy approach is depicted with the green dashed line, while the blue solid line corresponds to \( V_{\text{eff}2} \) (13) obtained from the perturbative approach.

![Fig. 3: Damping due to radiation loss.](image)

**FIG. 3:** Damping due to radiation loss. The envelopes for the oscillations in \( H, c \) and \( \xi \) are depicted over a period \( t \in [0, 20\,000] \). The strength of the trapping potential is \( V_0 = 0.1 \) and the initial soliton’s velocity is \( v_0 = 0.1 \).

### III. SOLITON-SOLITON INTERACTION

#### A. The complex Toda lattice

We now turn our attention to the soliton-soliton interaction for the case of zero potential \( V_0 = 0 \). This case corresponds to the interaction of solitons in an optical fiber which as received a great deal of attention (see [29–34] and references therein). In this section we give a brief overview of results obtained to reduce the soliton-soliton...
interaction to a system of coupled ordinary differential equations (ODEs). The basic idea is based on perturbation techniques using inverse scattering theory [35].

Let us consider the NLS (2) with $V_0 = 0$ and let us suppose we start with an initial condition built from the superposition of single solitons of the form

$$u_j(x, t) = 2\nu_j \text{sech}(z_j(x, t))e^{i\phi_j(x, t)}; \quad (14)$$

where the index $j$ refers to the $j$th soliton and with

$$\begin{align*}
z_j(x, t) &= 2\nu_j(x - \xi_j(t)), \\
\phi_j(x, t) &= \frac{\nu_j^2}{2}z_j(x, t) + \delta_j(t), \\
\delta_j(t) &= 2(\nu_j^2 + \nu_j^2)t + \delta_j(0).
\end{align*} \quad (15)$$

where $\nu_j, \nu_j, \xi_j$ and $\delta_j$ are the respective velocities, amplitudes, positions and phases of the $j$th soliton.

When several solitons are introduced non-trivial interactions occur and their superposition $\sum_j u_j(x, t)$ is no longer a solution of the NLS. Nonetheless, Karpman and Solov’ev obtained an approximation, based upon the inverse scattering transform, for the behavior of two interacting solitons given by a system of ODEs on the soliton parameters [29]. This was later generalized for a train of solitons by Gerdjikov [31, 32]. Their approximation is follows the system,

$$V(x) = V_0 \sin^2(x/k) \simeq 1 + \sum_{j \in \mathbb{Z}} \left( \tilde{V}_j(x) - 1 \right),$$

where $j \neq n$. Within this regime the parameter evolution is follows the system,

$$\begin{align*}
v_j &= 16\nu^2 (\tilde{S}_{j,j-1} - \tilde{S}_{j,j+1}), \\
v_j &= -16\nu^2 (\tilde{C}_{j,j-1} - \tilde{C}_{j,j+1}), \\
\xi_j &= 2\nu_j \\
\delta_j &= 2(\nu_j^2 + \nu_j^2)
\end{align*} \quad (17)$$

where

$$\begin{align*}
\tilde{S}_{jn} &= e^{-2\nu(\xi_j - \xi_n)} \nu \sin s_{jn} \tilde{\phi}_{jn}, \\
\tilde{C}_{jn} &= e^{-2\nu(\xi_j - \xi_n)} \nu \cos \tilde{\phi}_{jn}, \\
\tilde{\phi}_{jn} &= \delta_j - \delta_n - 2\nu(\xi_j - \xi_n), \\
s_{j,j-1} &= 1 = -s_{j,j+1}.
\end{align*} \quad (18)$$

In fact this system may be reduced to a complex Toda lattice under a simple change of variables [37].

### B. The real Toda lattice

We adapt the system above to our lattice problem by making the following additional reductions.

(a) The oscillations are localized and we take the average velocity $v$ to be zero.

(b) With $v = 0$, the parameter set for which all amplitudes are equal, $\nu_j = \nu$, and the phase difference between consecutive pulses alternates sign, $\delta_j - \delta_{j+1} = \pm \delta$, for all $j \in \mathbb{Z}$ and some $\delta$, is invariant under the flow given by Eqs. (18). We restrict our attention to this set, and take $\delta = \pi$ since this value of an alternating phase shift provides stability, see [34].

With these restrictions, and setting $c = 2\nu$, the equation for the pulse positions uncouples and leads to a real Toda lattice, [37],

$$\ddot{\xi}_j = 8\nu^3 \left( e^{-c(\xi_j - \xi_{j-1})} - e^{-c(\xi_{j+1} - \xi_j)} \right), \quad (19)$$

for all $j \in \mathbb{Z}$.

### IV. THE LATTICE DIFFERENTIAL EQUATION

We combine the pulse-potential and pulse train interactions derived in sections II B and III into a model for the dynamics of coupled Bose-Einstein condensates trapped within the periodic potential $V(x)$ as depicted in Fig. 4. In the $k \rightarrow 1$ regime of well-spaced potential minima, the periodic potential $V$ can be approximated by a sum of single hump potentials,

$$V(x) = V_0 \sin^2(x/k) \simeq 1 + \sum_{j \in \mathbb{Z}} \left( \tilde{V}_j(x) - 1 \right),$$

where

$$\tilde{V}_j(x) = V_0 \tanh^2(x - \xi_{0,j}), \quad (20)$$

and the centers of the potentials $\xi_{0,j}$ are given by

$$\xi_{0,j} = 2j K(k) = j\Lambda,$$

where $K(k)$ is the complete elliptic integral of the first kind that prescribes the period $\Lambda = 2K(k)$ of the potential.

As an ansatz for our solution, we place a perturbed pulse in each well of the potential,

$$\bar{u}(x) = \sum_{j \in \mathbb{Z}} (-1)^j u(x - \xi_j), \quad (21)$$

where $u(x, t)$ is given as in Eq. (11) and $\xi_j$ lies within $K(k)/2$ of the corresponding minima $\xi_{0,j}$. For the potential (3), when all $\xi_j = \xi_{0,j}$, the ansatz given in Eq. (21)
is an approximation (for \( k \) close to 1) to the exact stationary solution

\[
u(x) = \sqrt{k^2 - V_0} \cn(x; k) e^{i(\frac{1}{2} - k^2 + V_0)},
\]

(22)

where \( \cn(x; k) \) denotes the Jacobi elliptic cosine. It is important to mention that we are taking a chain of pulses that have alternating signs (i.e., with a relative \( \pi \) phase shift) since the corresponding \( \cn \) solution (see solid line in Fig. 5) is known to be stable while the chain of equal phase pulse, corresponding to the \( \dn \) solution (see dashed line in Fig. 5), is unstable [28]. Keeping only the interactions between nearest neighbor pulses and between each pulse and its on-site potential, we have the coupled Lattice differential equation (LDE)

\[
\dot{\xi}_j = 8e^3 \left( e^{-c(\xi_j - \xi_{j-1})} - e^{-c(\xi_{j+1} - \xi_j)} \right) - V_{\text{eff}}''(\xi_j - \xi_{0,j}),
\]

(23)

for the pulse positions.

We validate the approximations given in the previous section by comparing the dynamics of the full GP equation (2) with the LDE approximations (17) and (23). In Fig. 6 we compare the GP equation dynamics to the LDE (23), both with and without pinning potential, for a system of four pulses in adjacent potentials. Each pulse is given a different initial velocity. The agreement is quantitatively quite good, even over 10 periods of oscillation for the pinned pulses. In Fig. 7 we compare the complex Toda lattice (17) with the LDE (23) without potential. The figure shows a discrepancy of less than \( 10^{-3} \) over 500 seconds. These results support the approximations that led to the real Toda lattice, corroborating the reduction of the full GP dynamics (2) to the LDE for the pulse positions when all the pulses are quasi-identical, with large separations and small velocities.

**V. LOCALIZED BREATHERS**

We search for spatially localized, oscillatory solutions for GP equation within the LDE reduction (23). We decompose each pulse location into its Fourier modes,
proposing the general ansatz

\[ \xi_j(t) = \sum_{k=-\infty}^{+\infty} A_j(k) \exp(ik\omega t), \quad (24) \]

where \( A_j(k) = A_j^*(-k) \) (asterisk denoting complex conjugation), and since pulse \( j \) is centered at \( \xi_{0,j} \) the \( k = 0 \) coefficient in Eq. (24) satisfies \( A_j(0) = \xi_{0,j} \). The general approach of substituting ansatz (24) into the governing lattice equation has been tried in the literature, [38–40], and in principle it is tried to find a relationship for the \( A_j(k) \)'s. The LDE considered here, Eq. (23), is strongly nonlinear and an exact recurrence relation is difficult to come by. To further reduce the complexity of the model we consider only the first nontrivial mode

\[ \xi_j(t) = \xi_{0,j} + A_j \cos(\omega t) \quad (25) \]

corresponding to an ansatz where all the solitons oscillate with the same frequency \( \omega \) and an amplitude to be determined. By substituting Eq. (25) in Eq. (23) one obtains —after Taylor expanding, matching coefficients and keeping first order terms— the following recurrence relation between the oscillating amplitudes of consecutive condensates

\[ A_{k+1} = (a + b A_k^2) A_k - A_{k-1}, \quad (26) \]

with

\[
\begin{cases}
  a = 2 - \omega^2 + 4\alpha W_0^2 \\
  b = 3\beta W_0^2
\end{cases}
\]

where

\[ W_0^2 = \frac{1}{16} \frac{e^{-\Lambda}}{e^{\Lambda}}, \]

\( \Lambda \) is the periodicity of the potential \( (\Lambda = |\xi_{0,j+1} - \xi_{0,j}|) \) and \( \alpha \) and \( \beta \) are the harmonic and non-harmonic parts of the expansion for the effective potential

\[ V'_{\text{eff}}(\xi) = \alpha \xi + \beta \xi^3, \quad (27) \]

as obtained in Eq. (13). It is important to stress that the specific form of the local confining potential is not crucial for the construction of the localized breathers we are interested in. In fact, for the remainder of this section we keep the effective potential as given by its expansion (27). The effective potential coefficients \( \alpha \) and \( \beta \) need to be obtained for a specific potential by means of a perturbative approach (as in Sec. II B) or any other suitable technique.

The second order recurrence relation (26) may be cast as a first order system of recurrence equations by defining \( y_k = A_k \) and \( x_k = A_{k-1} \),

\[
\begin{align*}
  x_{k+1} &= y_k \\
  y_{k+1} &= (a + b y_k^2) y_k - x_k
\end{align*} \quad (28)
\]

For given \( \alpha \) and \( \beta \) we search for frequencies \( \omega \) for which the two-dimensional (2D) map (28) possesses localized solutions for which \( (x_k, y_k) \) decay as \( k \to \pm \infty \).

A localized solution for the condensates corresponds to an orbit such that \( |A_k| \to 0 \) as \( k \to \pm \infty \) and such that at least one \( |A_j| \) is order one for some \( j \). Such a solution corresponds to a homoclinic orbit connecting the trivial rest state with itself. In terms of the 2D map (28), the desired orbit is a homoclinic connection of the origin \((x, y) = (0, 0)\), which is an fixed point of the 2D map. The trivial orbit, given by \( A_k = 0 \) for all \( k \), reflects the state with the condensates at rest, i.e., the exact stationary solution (22).

The existence of a homoclinic connection for the origin, requires that the origin be a hyperbolic point, with stable and unstable manifolds. The linearization of the 2D map around the origin yields the following eigenvalues

\[ \lambda_{\pm} = \frac{\alpha \pm \sqrt{\alpha^2 - 4}}{2}. \]

The origin is hyperbolic if one of \( \lambda_{\pm} \) has modulus greater than 1, and one less than 1, which occurs when \( |\alpha| > 2 \), or equivalently

\[ |2 + (\Omega^2 - \omega^2)| > 2, \]

where

\[ \Omega^2 = 4\alpha W_0^2. \]

A typical plot of the stable and unstable manifolds of the origin for the 2D map (28) is depicted in Fig. 8. In Fig. 9 we depict the homoclinic tangle corresponding to the distribution of amplitudes \( A_k \) to produce a localized breather in the LDE (23).

**VI. CONCLUSIONS**

**APPENDIX A: CONSERVATION APPROACH**

In this appendix we obtain the Newtonian equation of motion that approximates the motion of a single soliton inside a single potential using the conserved quantities of the NLS (2). The conserved quantities of the NLS (2) correspond to total mass and energy:

\[ \begin{align*}
  N &= \int_{-\infty}^{+\infty} |u|^2 \, dx \\
  E &= \int_{-\infty}^{+\infty} \left[ \frac{1}{2} |u_x|^2 - \frac{1}{2} |u|^4 + |u|^2 V(x) \right] \, dx.
\end{align*} \quad (A1) \]
where we define the overlapping integral

\[ h(2\nu, \xi) = \int_{-\infty}^{+\infty} \text{sech}^2(2\nu(x - \xi)) \tanh^2(x) \, dx \quad (A3) \]

Let us now suppose that the variation on the soliton’s amplitude and width can be neglected. In fact, as it is shown later, the variations on amplitude and width are very small for small values of \( V_0 \). Taking that into consideration and by differentiating the energy with respect to time we obtain

\[ \frac{dE}{dt} = \frac{H^2 \dot{\xi}^2}{\nu} + H^2 V_0 \dot{\xi} h(2\nu, \xi) = 0, \]

and hence,

\[ \ddot{\xi} = -V'_{\text{eff1}}(\xi) = -\frac{1}{2} c V_0 h(\xi, \xi), \quad (A4) \]

where from now on we also use \( c = 2\nu \) as the width of the soliton. Equation (A4) can be considered as the movement of a particle inside a potential well with effective potential \( V_{\text{eff1}}(\xi) \). It is important to stress that equation (A4) is an approximation since the ansatz (6) cannot reflect the true dynamics of an oscillating soliton inside a nonlinear potential.

A close form for the effective potential, defined through the integral (A3), cannot be found. Nevertheless, the integral (A3) can be approximated using Taylor expansions around \( \nu = 1/2 \) and \( \xi \ll 1 \):

\[ h(c, \xi) = h(1, \xi) + (c - 1) h_c(1, \xi) \]

\[ + \frac{(c - 1)^2}{2} h_{cc}(1, \xi) + O(c^3). \quad (A5) \]

The above expression involves integrals of the form

\[ \int_{-\infty}^{+\infty} x^n \text{sech}^2(x) \tanh^2(x - \xi) \tanh^q(x - \xi) \, dx, \]

for \( n = 0, 1, 2, p = 1, 2 \) and \( q = 0, 1 \). After evaluating these integrals we obtain the following approximation for the derivative of the overlapping integral

\[ h_\xi(c, \xi) \approx \frac{8}{15} \left[ (1 - b) c^2 + (1 - 2b) c - b + 2 \right] \xi \]

\[ - \frac{16}{63} (19c - 8c^2 - 9) \xi^3 \quad (A6) \]

where \( b = 15\pi^2/63 \). As it may be noticed, the effective potential is an even function of \( \xi \) reflecting the left-right symmetry of the problem.

Considering again that the variations on amplitude and width of the soliton can be neglected for sufficiently small \( V_0 \), the derivative of the effective potential takes the simple form

\[ V'_{\text{eff1}}(\xi) \approx c V_0 \left[ \frac{8}{15} \xi - \frac{16}{63} \xi^3 \right], \quad (A7) \]

which yields the effective potential (8).

Inserting the ansatz (6) into Eqs. (A1) and imposing conservation of mass and energy \( (dN/dt = 0 = dE/dt) \) yields

\[ N = \frac{H^2}{\nu} \quad (A2) \]

\[ E = \frac{2H^2\nu}{3} + \frac{H^2\dot{\xi}^2}{2\nu} - \frac{H^4}{3\nu} + H^2 V_0 h(2\nu, \xi). \]
APPENDIX B: PERTURBATIVE ANALYSIS

In this appendix we give the details for obtaining a more accurate representation of the effective potential for the bright soliton oscillations inside a single potential well.

Let us start with the perturbed ansatz (11)-(12) and rescale time as \( \tau = \sqrt{V_0} t \) we now use (\( \cdot \)) to denote the derivative with respect to the rescaled time \( \tau \). Introducing the sliding spatial variable, \( y = x - \xi \), inserting the ansatz (11) into the GP equation (2), and equating real and imaginary terms yields,

\[
v(t) = \dot{\xi}(t)\sqrt{V_0}, \tag{B1}\]

and, for the real part

\[
-V_0(y\ddot{\xi} - \dot{\xi}^2)R - \omega r + \frac{1}{2}(R_{yy} - V_0\dot{\xi}^2 R) = VR. \tag{B2}\]

Taking the potential amplitude, \( V_0 \), as a small parameter, we expand the phase, position and shape correction,

\[
\omega = \omega_0 + V_0^2 \omega_2 + \cdots = \frac{1}{2} - V_0 + V_0^2 \omega_2 + \cdots ,
\]

\[
\xi = \xi_0 + V_0 \xi_1 + \cdots ,
\]

\[
\psi = \psi_0 + V_0 \psi_1 + \cdots ,
\]

and insert Eqs. (12) and (10) into Eq. (B2) to obtain the following equations,

\[
O(V_0) : \quad LV_0 = f_1(y),
\]

\[
O(V_0^2) : \quad LV_1 = f_2(y), \tag{B3}\]

where the first order is zero since we perturbed about an exact solution. The differential operator \( L \) is defined by

\[
Lv = v_{yy} + (6S^2 - 1)v,
\]

and

\[
f_1(y) = \left[ 2y \ddot{\xi}_0 - \xi_0^2 + 2(T^2 - T^2) \right] S,
\]

and

\[
f_2(y) = 6(S^2\psi_0 - \psi_0^2 S) + 2 \left( \ddot{T}^2 - 1 + y \ddot{\xi}_0 - \frac{1}{2}\ddot{\xi}_0^2 \right) \psi_0
\]

\[
+ \left( \frac{1}{2}\dddot{\xi}_0^2 + T^2 - \dddot{T}^2 + 2\omega_2 + y(2\dddot{\xi}_1 - \dddot{\xi}_0) - 2\dddot{\xi}_0 \dddot{\xi}_1 \right) S.
\]

where, for simplicity, we defined \( T = \tanh(y) \) and \( \dddot{T} = \tanh(y + \xi) \).

The formal kernel of \( L \) is comprised of two linearly independent functions, \( H_1(y) \), which decays exponentially at \( |y| \to \infty \) and \( H_2 \) which grows at infinity. The localized function, \( H_1 \), takes the form

\[
H_1(y) = S(y) T(y),
\]

while the unbounded element, \( H_2 \), of the kernel of \( L \) is found by reduction of order,

\[
H_2 = -H_1 \int \frac{1}{H_1^2} = -ST \int \frac{1}{S^2 T^2}
\]

\[
= -\frac{1}{2} \left( \frac{1}{S} + 3yST - 3S \right).
\]

The solvability condition for the \( O(1) \) equation from Eq. (B3), requires \( (f_1, H_1) = 0 \), where \( (\cdot, \cdot) \) denotes the \( L_2 \) inner product. However \( (yS, H_1) = 1 \) while even-odd symmetry implies that \( (S, H_1) = (T^2S, H_1) = 0 \), so the solvability condition reduces to,

\[
\dddot{\xi}_0 = -(T^2S, H_1)_2. \tag{B5}\]

At first order in \( V_0 \), this reduces to

\[
\dddot{\xi}_0 = -k_0(\xi_0) \tag{B6}\]

where

\[
k_0(\xi) = 8 \left( (2\xi - 3)e^{2\xi} + 8\xi e^{2\xi} + 2\xi + 3 \right) e^{2\xi}(e^\xi - 1)^2(e^\xi + 1)^3
\]

\[
\simeq \frac{8}{15} \xi^3 + \frac{16}{225} \xi^5 + o(\xi^7).
\]

This ODE corresponds to the motion of a particle inside the effective potential,

\[
V_{\text{eff}}^{(1)}(\xi) = -\int k_0(\xi) \, d\xi
\]

\[
= -8 \frac{e^{2\xi}(\xi e^{2\xi} - e^{2\xi} + 1 + \xi)}{(e^{2\xi} - 1)^3}.
\]

The full expression for the leading order dynamics, Eq. (B5), can be integrated to yield a closed form relation between \( \dddot{\xi} \) and \( \dddot{\xi} \), Indeed,

\[
\frac{1}{2} \frac{d}{dt} (\ddot{\xi}_0^2) = \dddot{\xi}_0 \dddot{\xi}_0 = \dddot{\xi}_0 \int T^2(y + \xi_0) S^2(y) T(y) \, dy
\]

\[
= \dddot{\xi}_0 T^2(y + \xi_0) S^2(y) T(y) \, dy.
\]

However,

\[
\frac{d}{dt} (I_T(y + \xi_0)) = \dddot{\xi}_0 T^2(y + \xi_0),
\]

for \( I_T(z) = \int T^2(z) \, dz = z - T(z) \) and therefore,

\[
\frac{1}{2} \frac{d}{dt} (\ddot{\xi}_0^2) = -\frac{d}{dt} \int I_T(y + \xi_0) S^2(y) T(y) \, dy.
\]

Evaluating the integral yields

\[
\dddot{\xi}_0 = \pm \sqrt{-2\Xi(\xi_0) + \frac{2}{3} + \xi_0^2(0)}, \tag{B7}\]

while the bounded element, \( \Xi(\xi_0) \), of the kernel of \( L_2 \) is given by

\[
\Xi(\xi_0) = \frac{1}{2} \int \left[ \frac{1}{S} + 3yST - 3S \right] \, dy.
\]
where
\[
\Xi(\xi) = \int I_T(y + \xi) S^2(y) T(y) \, dy \\
= \frac{e^{6\xi} - (8\xi - 5) e^{4\xi} - (8\xi + 5) e^{2\xi} - 1}{(e^\xi - 1)^3 (e^\xi + 1)^3}
\]

To compute the perturbations to the pulse shape during the oscillation, and the higher order correction to the pulse motion, we must first solve the $O(V_0^2)$ equation from Eq. (B3). By variation of parameters we have the general solution
\[
\psi_0 = -H_2 I_1 + H_1 I_2 + c_1 H_1 + c_2 H_2,
\]
where\[
I_j = \left\{ \begin{array}{ll}
H_j f_1 & \text{if } j = 1, \\
W(H_2, H_1) & \text{if } j = 2.
\end{array} \right.
\]
and the Wronskian $W(H_2, H_1) = H_2' H_1 - H_2 H_1' = 1$. To have $\psi_0 \in L^2(\mathbb{R})$ requires $c_2 = 0$ while to remove degeneracy in the pulse position we impose the condition
\[
(\psi_0(y), H_1(y)) = 0,
\]
which determines $c_1$,
\[
c_1 = \frac{3}{2} \left( H_2 I_1 - H_1 I_2, H_1 \right).
\]
In Fig. 10 we depict a typical shape of the correction to the wave function obtained with the above perturbation analysis.
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FIG. 10: (Color online). Typical example of the shape correction on the oscillating soliton. The solid line represents the numerical solution to the full NLS (2) minus the unperturbed ansatz $R_0(x - \xi)$ (10). The dynamics for the condensate corresponds to a soliton initially placed at the bottom a potential with strength $V_0 = 0.1$ with an initial velocity of $v_0 = 0.1$. The snapshot for the wave function is taken at the maximum displacement where $\xi(t) \simeq 0.42$. The dashed line represents the first order correction to the shape: $V_0 \psi_0(x - \xi, V_0)$ given by Eq. (B8).

The next order correction to the pulse dynamics follows from the solvability condition for the $O(V_0^2)$ equation in Eq. (B3), which may be written as
\[
\ddot{\xi}_1 = -k_1(\xi_0),
\]
where using Eqs. (B5) and (B9) yields
\[
k_1(\xi_0) = \left( \hat{T}_2 \psi_0, H_1 \right) + \hat{\xi}_0 \left( y \psi_0, H_1 \right) - 3(\psi_0^2 S - \psi_0 S^2, H_1).
\]
In the limit of small amplitude oscillations this takes the form
\[
k_1(\xi_0) = -\frac{224}{1125} \xi_0 + \left( \frac{1}{36} \pi^2 + \frac{7}{18} \right) \hat{\xi}_0 \xi_0^2 + O(\xi_0^3).
\]
Combining Eqs. (B6) and (B11) yields an explicit equation for the oscillatory motion of the condensate within the potential $V(x)$,
\[
\ddot{\xi} = -V_{\text{eff}2}(\xi) = -V_0 k_0(\xi) - V_0^2 k_1(\xi) + O(V_0^3),
\]
which has the following explicit form in the small amplitude limit,
\[
V_{\text{eff}2}(\xi) = V_0 \left[ \left( \frac{8}{15} - \frac{224}{1125} V_0 \right) \xi - \frac{16}{63} \xi^3 \right] + O(V_0^3 \xi, \xi^4),
\]
yielding the effective potential (13).
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