Spinor Bose-Einstein condensate flow past an obstacle
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We study the flow of a spinor (F=1) Bose-Einstein condensate in the presence of an obstacle. We consider the cases of ferromagnetic and polar spin-dependent interactions, and find that the system demonstrates two speeds of sound that are identified analytically. Numerical simulations reveal the nucleation of macroscopic nonlinear structures, such as dark solitons and vortex-antivortex pairs, as well as vortex rings in one- and higher-dimensional settings, respectively, when a localized defect (e.g., a blue-detuned laser beam) is dragged through the spinor condensate at a speed faster than the second critical speed.
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I. INTRODUCTION

Over the last decade, we have seen an enormous growth of interest and a related diversification of the physics of atomic Bose-Einstein condensates (BECs) [1,2]. A significant aspect of this ever-expanding interest is the intense study of macroscopic nonlinear excitations, such as solitons and vortices, which can arise in BECs [3]. In fact, the emergence of such macroscopic coherent structures in the many-body state of the system establishes a close connection between BECs and other branches of physics, such as, e.g., optics and the physics of nonlinear waves. Within this interface of atomic and nonlinear wave physics, in recent years there has been an increasing focus on the study of multicomponent BECs [3], and particularly spinor condensates [4,5]. The latter have been realized with the help of far-off-resonant optical techniques for trapping ultracold atomic gases [6] which, in turn, allowed the spin degree of freedom to be explored (previously frozen in magnetic traps). This relatively recent development has given rise to a wealth of multicomponent phenomena, including the formation of spin domains [7] and spin textures [8], spin-mixing dynamics [9], dynamic fragmentation [10], and the dynamics of quantum phases [11]. At the same time, macroscopic nonlinear structures that may arise in spinor BECs have also been investigated. Such structures include bright [12–14], dark [15], and gap solitons [16], as well as more elaborate complexes, such as bright-dark solitons [17] and domain walls [18].

A relevant direction that has been of particular interest concerns the study of the breakdown of superfluidity and the concomitant generation of excitations in BECs. In particular, much experimental and theoretical effort has been devoted to the understanding of important relevant concepts, such as the critical velocity introduced by Landau, sound waves and the speed of sound, and the emergence of vortices and solitons [1,2]. From the theoretical point of view, the Gross-Pitaevskii (GP) equation has been used to study the flow of a BEC around an obstacle or, equivalently, the effect of dragging a localized potential (such as a blue-detuned laser beam) through a BEC. In this context, it has been predicted theoretically [19–22] and recently observed experimentally [23] that when the speed of the “localized defect” exceeds a critical speed, then excitations arise which, in the presence of (repulsive) nonlinearity, shape into dark solitons in quasi-one-dimensional (1D) condensates. On the other hand, in higher-dimensional [e.g., quasi-two-dimensional (2D)] settings, theoretical studies [24] have shown that a similar procedure leads to the formation of vortices (or more precisely to vortex-antivortex pairs due to the conservation of total topological charge). Importantly, experimental consequences of this procedure, such as an onset of heating and dissipation, were monitored experimentally [25]. Other relevant theoretical works include studies of the breakdown of superfluidity, the onset of dissipation, and the associated Landau criterion [26]. The Landau criterion for the breakdown of superfluidity is intimately connected to the emergence of excitations (be they linear phononlike for weak defects, or solitonic for stronger defects or more significant nonlinearity). This is because the emission of such excitations renders the flow nonstationary, which in turn, as explained in Ref. [24] (see also Ref. [26]), produces a nonvanishing drag force associated with the presence of dissipation. More recently, dragging of an obstacle in a two-component BEC was studied in Ref. [27]. In this latter study it was established that two distinct “speeds of sound” arise and the form of the ensuing nonlinear structures (e.g., dark-dark or dark-antidark soliton pairs...
in 1D, and vortex-vortex or vortex-lump pairs in 2D) depend on how the value of the obstacle speed compares to the values of the critical speeds.

In this paper, we consider the dragging of a localized defect through an $F=1$ spinor condensate with repulsive spin-independent interactions and either ferromagnetic or antiferromagnetic (polar) spin-dependent interactions. In the framework of mean-field theory, this system is described by a set of coupled GP equations for the wave functions of the three hyperfine components. A key question that emerges in this $F=1$ spinor BEC setting is how many critical speeds may be available. A naive count based on the three-component nature of the system (and by analogy to the two-component setting bearing two such critical speeds) would suggest the possibility for three distinct critical speeds. However, as we illustrate below, an explicit calculation reveals that there exist only two such critical speeds in the system due to the particular nature of the nonlinearity. Moreover, our numerical simulations illustrate that the crossing of the lower of the two critical speeds does not appear to lead to the formation of nonlinear excitations. On the other hand, for defect speeds larger than the second critical speed, our simulations illustrate that dark solitons emerge in the 1D setting, vortex-antivortex pairs in the 2D setting, and vortex rings are shown to arise in the fully three-dimensional (3D) setting.

The presentation of our results is structured as follows. In Sec. II, we develop an analytical approach for computing the relevant critical speeds by generalizing to the spinor setting the arguments of Ref. [19]. Then, in Sec. III, we numerically test the relevant predictions in 1D, 2D, and 3D settings. Finally, in Sec. IV, we summarize our findings and point to some important remaining questions along this vein of research.

II. MODEL AND ITS ANALYSIS

In our analytical approach, we will consider a quasi-1D spinor $F=1$ BEC with repulsive spin-independent interactions. In the framework of mean-field theory, this system can be described by the following normalized GP equations [17,18]:

$$i\partial_t \psi_{z=1} = H_0 \psi_{z=1} + r \left[ \left| \psi_{z=1} \right|^2 + \left| \psi_{z=1} \right|^2 - \left| \psi_{z=1} \right|^2 \right] \psi_{z=1} + r \psi_{z=1}^2 \psi_{z=1},$$

$$i\partial_t \psi_0 = H_0 \psi_0 + r \left[ \left| \psi_0 \right|^2 + \left| \psi_0 \right|^2 \right] \psi_0 + 2r \psi_0^2 \psi_0 + r \psi_0^2 \psi_0 + r \psi_0^2 \psi_0,$$  \hspace{1cm} (1)

where $H_0 = -(1/2)\nabla^2 + V(x;t) + n_{tot}$ while $n_{tot} = |\psi_{z=1}|^2 + |\psi_{z=1}|^2 + |\psi_0|^2$ is the total density and $V(x;t)$ is the external potential. The latter is assumed to take the following form:

$$V(x;t) = \frac{1}{2} \Omega^2 x^2 + V_0 \exp[ - a(x - st)^2 ].$$  \hspace{1cm} (3)

The first term in the right-hand side of Eq. (3) represents a typical harmonic trapping potential of normalized strength $\Omega$ while the second term accounts for a localized repulsive potential (e.g., a blue-detuned laser beam) of strength $V_0$ and width $a^{-1}$, which is dragged through the condensate at speed $s$. Note that our analytical results will be obtained below for the case of $\Omega=0$ (which still contains the fundamental phenomenology) but were also tested in the numerical simulations for $\Omega \neq 0$ (and were found to persist in the latter case). Finally, the parameter $r$ in Eqs. (1) and (2) expresses the normalized spin-dependent interaction strength defined as $r = (a_2 - a_0)/(a_0 + 2a_2)$, where $a_0$ and $a_2$ are the $s$-wave scattering lengths in the symmetric channels with total spin of the colliding atoms $F=0$ and $F=2$, respectively. Note that $r < 0$ and $r > 0$ correspond, respectively, to ferromagnetic and polar spinor BECs. In the relevant cases of $^{87}$Rb and $^{23}$Na atoms with $F=1$, this parameter takes values $r = -4.66 \times 10^{-3}$ [28] and $r = +3.14 \times 10^{-2}$ [29], respectively, i.e., in either case, it is a small parameter in Eqs. (1) and (2).

We now seek uniform stationary solutions of the GP Eqs. (1) and (2) (with $V=0$) in the form

$$\psi_1 = A \exp(-i\mu_1 t) \exp(i\theta_1),$$

$$\psi_0 = B \exp(-i\mu_0 t) \exp(i\theta_0),$$

$$\psi_{-1} = C \exp(-i\mu_{-1} t) \exp(i\theta_{-1}),$$

where $A$, $B$, $C$, and $\theta_j$ (with $j \in \{-1, 0, +1\}$) represent, respectively, the amplitudes and phases of the hyperfine components, and $\mu_j$ are their chemical potentials. In our analysis below we will assume that $A \neq 0$, $B \neq 0$, and $C \neq 0$, as that will provide us with genuinely spinor (i.e., three-component) states; otherwise the system is reduced to a lower number of components. In fact, the analysis for the one-component case has been carried out in Ref. [19] while, in the two-component case, considerations analogous to the ones that we will present below have been put forth in Ref. [27]. Under the above genuinely three-component assumption, we substitute the stationary solutions into GP Eqs. (1) and (2) and obtain the following set of equations:

$$\mu_{+1} = n_{tot} + r(A^2 + B^2 - C^2) + 2pr^2 B^2 C^2,$$

$$\mu_0 = n_{tot} + r(A^2 + C^2) + 2pr AC,$$

$$\mu_{-1} = n_{tot} + r(C^2 + B^2 - A^2) + 2pr^2 B^2 A C,$$

where $n_{tot} = A^2 + B^2 + C^2$.

In the above expressions phase matching conditions were used, as is usual when one has parametric interactions: these read $2\mu_0 = \mu_{+1} + \mu_{-1}$ for the chemical potentials, and $\Delta \theta = 2\theta_0 - (\theta_{+1} + \theta_{-1}) = 0$ or $\pi$ for the relative phase between the hyperfine components [18,30]. The factor $p = \pm 1$ on the last term of each of the above equations results from considering $\Delta \theta = 0$ or $\pi$, respectively. In the case where the three chemical potentials $\mu_j$ are different, it can be found that it is not possible to satisfy the above assumption that each of the amplitudes $A$, $B$, and $C$ should be nonzero. Hence, we will hereafter focus on the case of $\mu_{+1} = \mu_0 = \mu_{-1} = \mu$. In the latter case, it is straightforward to algebraically manipulate the equations and find that there exist only two classes of possible stationary solutions with a free parameter (for a given $\mu$). These solutions are as follows:
In order to seek instabilities of the steady-state flow at different fluid speeds, we now linearize around the asymptotic states, according to \( R_1 = A + \epsilon r_1(x) \), \( R_0 = B + \epsilon r_0(x) \), and \( R_{-1} = C + \epsilon r_{-1}(x) \) (where \( \epsilon \) is a formal small parameter). Substituting the above expressions into Eqs. (9)–(15), we obtain a system of three second-order ordinary differential equations; the latter can be readily expressed as a system of six first-order equations of the following form:

\[
\frac{d}{dx} \begin{pmatrix} r_1 \\ r'_1 \\ r_2 \\ r'_2 \\ r_3 \\ r'_3 \end{pmatrix} = M \begin{pmatrix} r_1 \\ r'_1 \\ r_2 \\ r'_2 \\ r_3 \\ r'_3 \end{pmatrix},
\]

where \( r'_j = dr_j / dx \) and

\[
M = \begin{pmatrix} m_{21} & 0 & 0 & 0 & 0 & 0 \\ m_{23} & 0 & m_{25} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ m_{41} & 0 & m_{43} & 0 & m_{45} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ m_{61} & 0 & m_{63} & 0 & m_{65} & 0 \end{pmatrix},
\]

and the nonzero matrix elements of \( M \) are given by the following expressions:

\[
m_{21} = -4s^2 + 2(3A^2 + B^2 + C^2) + 2r(3A^2 + B^2 - C^2) - 2\mu,
\]

\[
m_{23} = m_{41} = 4AB(1 + r) + 4prBC,
\]

\[
m_{25} = m_{61} = 4AC(1 - r) + 2prB^2,
\]

\[
m_{45} = -4s^2 + 2(3B^2 + A^2 + C^2) + 2r(A^2 + C^2) + 4prAC - 2\mu,
\]

\[
m_{45} = m_{65} = 4BC(1 + r) + 4prAB,
\]

\[
m_{65} = -4s^2 + 2(3C^2 + B^2 + A^2) + 2r(3C^2 + B^2 - A^2) - 2\mu.
\]

Notice that, in order to derive the above system of ordinary differential equations, we have partially simplified the problem, assuming no perturbations in the phases. In such a more general case, however, the full first-order ordinary differential equation (ODE) system incorporating phase perturbations is in fact twelve-dimensional and is not analytically tractable. We have found (not treated explicitly here) that this system can be analyzed only in some special cases, such as \( B = 0 \), yielding the same results for the critical defect speeds, as will be presented below (see also the discussion of Sec. II B in Ref. [17]).
threshold condition is tantamount to the emergence of a number of oscillatory modes that enforce too many constraints and prevent the existence of localized solutions for a generic obstacle potential, as is explained in detail in Ref. [19]. It is straightforward to examine this condition both in the case of $p=1$ and of $p=-1$. We will demonstrate below the case of $p=1$ for definiteness. In this case, by considering the stationary state of the form of Eq. (4), we obtain two different speeds of sound, namely,

$$c_1 = \sqrt{r c_2}, \quad c_2 = \sqrt{\mu}.$$  \hspace{1cm} (15)

It is clear that the first critical velocity is characteristic for the spinor $F=1$ condensate under consideration (as it depends on the normalized spin-dependent interaction strength $r$) while the second one is the standard speed of sound appearing in the one-component GP equation [19]. Note that these speeds of sound were already implicit in the seminal work of Ref. [32] (see, e.g., Eqs. (8)–(11) therein) and the accompanying discussion, as well as the more recent discussion of Sec. II B in [17]). It is worthwhile to point out that as $r>0$ for antiferromagnetic bosonic spin-1 atoms (e.g., $^{23}$Na) while it is $r<0$ for ferromagnetic ones (e.g., $^{87}$Rb), then the first speed of sound is relevant (i.e., will only exist) in the case of, e.g., the polar $^{23}$Na spinor condensate. On the other hand, by selecting the stationary states of the form of Eq. (5), then again we find two critical speeds, which are now given by

$$c_1 = \sqrt{\frac{r}{1+r} c_2}, \quad c_2 = \sqrt{\mu}.$$  \hspace{1cm} (16)

In this case, it is clear that the first critical speed will exist only in the ferromagnetic spinor BECs (such as $^{87}$Rb) but not in antiferromagnetic ones (such as $^{23}$Na); nevertheless, it should be noted that since the normalized spin-dependent interaction strength is small in both cases of $^{87}$Rb and $^{23}$Na condensates [$r=O(10^{-2})$ as discussed above], the lower critical speeds are approximately the same.

We now test these analytical predictions by dragging a localized defect (e.g., a blue-detuned laser beam) through the condensate at different speeds characterizing the three regimes, namely, (a) $0 < s < c_1 < c_2$, (b) $c_1 < s < c_2$, and (c) $c_1 < c_2 < s$.

III. RESULTS OF NUMERICAL STUDIES

A. One-dimensional setting

Our more detailed results concern the 1D setting, where we explore the full two-parameter space of speeds $s$ and defect strengths $V_0$ for $a=2$ in the case of the antiferromagnetic $^{23}$Na spinor BEC, characterized by the spin-dependent interaction strength $r=0.0314$. Figure 1 illustrates the threshold above which coherent localized excitations are emitted from the defect as it propagates through the condensate. A typical example of the evolution process for (a) $0 < s = 0.025 < c_1 < c_2$, (b) $c_1 < s = 0.325 < c_2$, and (c) $c_1 < c_2 < s = 0.335$ is shown in Fig. 2. Several comments are in order here:

(i) As expected from the analytical predictions, when the defect speed is below both critical values $c_1 = \sqrt{\mu r}$ and $c_2 = \sqrt{\mu}$, the defect moves through the atomic cloud without emission of any nonlinear excitation. An oscillatory structure is radiated at the initial time (similarly to what has been observed earlier, e.g., in Ref. [27]) both at the front, as well as at the rear of the defect, moving with the speed of sound; however, no further such radiation is observed.

(ii) Remarkably, for speeds intermediate between $c_1$ and $c_2$, we do not observe any modification in the dynamics. This means that the first critical speed $c_1$ does not appear to be...
activated by the system. This finding is even more surprising in light of the fact that, for \( r < 0 \), this critical speed has been recognized to be directly connected to the quasimomentum (wave number) associated with the modulational instability of the ferromagnetic spinor condensate [30] (see also the relevant discussion in Ref. [17]). Nevertheless, in all of our simulations, both in 1D and in higher dimensions, we have definitively confirmed the apparent physical irrelevance of this first critical speed (which is the lower nontrivial critical speed in the spinor BEC case). It should be noted here that this same feature has been confirmed for cases where the spin-dependent interaction strength \( r \) was artificially increased to considerably larger values (by an order of magnitude in comparison with its physically relevant value of \( r = 3.14 \times 10^{-4} \) for \(^{23}\)Na). From a physical perspective, a potential explanation of this feature can stem from the fact that this speed is associated with spin excitations [32] rather than density excitations (from the latter one would normally anticipate the emergence/emission of nonlinear excitations, as is the case in the two-component system studied in Ref. [27]).

(iii) When the defect speed is larger than both critical ones, there is a clear emission of dark (in fact, gray) solitons, which travel in a direction opposite to that defect, with velocities less than the speed of sound. Similarly to one-component [19–22] and two-component [27] settings, the solitons temporarily “alleviate” the supercritical nature of the flow but eventually they are separated enough from the defect that another such excitation emerges. For this reason, the emission seems to be regularly spaced as shown in the right panels of Fig. 2.

(iv) As the strength of the defect \( V_0 \to 0 \), the critical speed \( c_2 \) observed from the numerical simulations tends asymptotically to the one theoretically predicted from the analysis above, i.e., \( \sqrt{\mu r} = 1 \) in this case (this feature has been confirmed for different values of \( \mu \), such as \( \mu = 2 \) and \( \mu = 4 \)). However, similarly to what was observed in Refs. [19,27], as the strength of the defect increases, the value of the critical speed accordingly decreases (since nucleation of dark solitons is easier for the lower density BEC).

(v) Finally, we note that in all our simulations (even in higher dimensions, see below) the three spinor components were locked to each other through \( |\tilde{\phi}_1|^2/A^2 \approx |\tilde{\phi}_2|^2/B^2 \approx |\tilde{\phi}_3|^2/C^2 \). This tight restriction is presumably related to the fact that we only observed one critical nucleation speed in our simulations: as all the components are tightly locked to each other, they behave like a single component and thus only one critical speed is observed.

B. Two-dimensional setting

In the 2D case, motivated by the recent work of Ref. [23] in the single-component case, we consider a defect which is localized along the \( x \) axis (with a width \( a \)) but elongated along the \( y \) axis (with a width \( w_y > a \)), namely:

\[
V = \frac{V_0}{4} \exp\left[-a(x-st)^2\right] \left[ \tanh\left( y + \frac{w_y}{2}\right) + 1 \right] \times \left[ \tanh\left( -y + \frac{w_y}{2}\right) + 1 \right].
\]

Once again, we find that (i) no emission of nonlinear excitations is present for \( s < c_2 \) and that (ii) the emission of nonlinear excitations, which now have the form of vortex-antivortex pairs, arises for speeds larger than the critical speed \( c_2 \). Figure 3 illustrates the case of \( s = 0.6 > c_2 \) for the defect strength \( V_0 = 0.9 \) while the defect width along the \( y \) direction is \( w_y = 8 \). In addition to showing the density, the figure shows the vorticity defined as \( \omega = \nabla \times v_f \), where the fluid velocity \( v_f \) is given by

\[
v_f = \frac{\psi^* \nabla \psi - \psi \nabla \psi^*}{i |\psi|^2},
\]

for a given hyperfine component \( \psi \). In the contour plots of the vorticity \( \omega \), the emergence of vortex-antivortex pairs is immediately evident in the supercritical case shown. In fact, in order to provide a more clear sense of the temporal dynamics and the nucleation of the coherent structure pairs, we show in the left panel of Fig. 4 the spatiotemporal evolution of the isocontours of vorticity for the same numerical simulation as in Fig. 3. The vorticity renders transparent the emergence of the different vortex pairs at different moments in time (and accordingly different locations in \( x \), as the defect travels).
Finally, in Fig. 5, we also show a case example of a considerably wider defect, with a width \( w_x = 20 \). It can be seen that in this setting, the region of low density caused by the defect is far wider, in turn leading to a breakup into a large number of vortex pairs that can be identified not only by the density minima but also even more clearly (including their topological charge) by the vorticity panels. In the right panel of Fig. 4 we depict the corresponding spatiotemporal evolution of the vorticity. We note that, as it was the case in the 1D setting, all our simulations suggest that the three spinor components remain essentially locked satisfying the relation \(|\psi_0|^2/A^2 = |\psi_1|^2/B^2 = |\psi_2|^2/C^2\). For this reason, we only depict the dynamics of the \( \psi_0 \) component in all of our results.

C. Three-dimensional setting

Finally, we also performed 3D simulations, using a three-dimensional generalization of the potential, elongated along the \( z \) direction, namely,

\[
V = \frac{V_0}{16} \exp[-a(x-st)^2] \left[ \tanh\left(y + \frac{w_y}{2}\right) + 1 \right] \times \left[ \tanh\left(-y + \frac{w_y}{2}\right) + 1 \right] \times \left[ \tanh\left(-z + \frac{w_z}{2}\right) + 1 \right],
\]

with \( a = 2, w_y = 8, w_z = 4 \), and \( V_0 = 0.9 \). In Fig. 6 we depict the results for \( s = 0.8 \) (i.e., above the second critical speed). Panels (a)-(e) depict the isodensity contours for \(|\psi_0|^2\) at different times while panel (f) depicts a superposition of the isocontours for the norm of the vorticity field. As it can be seen from the figure, a vortex ring is formed in the 3D spinor condensate, as a result of the supercritical nature of the chosen speed \( s = 0.8 > c_x \). The isodensity contours of \(|\psi_0|^2\) clearly show a depletion of atoms around the vortex ring that is nucleated in the wake of the defect-induced region of density minima. It is worth stressing again that the dynamics of the different components seems to be locked such that \(|\psi_0|^2/A^2 = |\psi_1|^2/B^2 = |\psi_2|^2/C^2\) and, therefore, we only depict results for \( \psi_0 \) in the 3D case as well.

We also performed simulations for larger defect speeds giving rise to a rich and complex scenario of multiple vortex rings nucleations, collisions, collapses, and splitting. A typical case is shown in Fig. 7 that corresponds to the same parameters as in Fig. 6 but for a larger defect speed \( s = 1 \).

The main characteristics of the evolution can be summarized as follows: a first vortex ring is nucleated in the wake of the defect at about \( t = 12 \); around \( t = 17 \) a second vortex ring is nucleated while the first vortex ring starts to shrink until it eventually disappears around \( t = 23 \); shortly after this, the second ring deforms and splits into two separate vortex rings around \( t = 30 \).

IV. CONCLUSIONS AND FUTURE CHALLENGES

We have studied the motion of a localized defect through a spinor \( F = 1 \) condensate. Despite the three-component nature of the system, our systematic analysis of the small-amplitude excitation problem revealed that the nature of the
nonlinearity is such that there appear not three but merely two critical speeds in the system; these were identified analytically for the families of stationary uniform states of the system. Our numerical simulations tested the dynamics for different values of defect speeds in comparison to the two critical speeds. Surprisingly, it was found that the lower one among the two critical speeds is not activated and no emission of nonlinear wave excitations emerges when this threshold is crossed. On the other hand, when the defect speed exceeds the second critical one, then emission of coherent structures arises independently of dimension; the resulting wave forms are dark solitons in the one-dimensional setting, vortex-antivortex pairs in two dimensions, and spinor vortex rings in the fully three-dimensional case.

While the present study showcases an experimentally accessible mechanism for producing nonlinear excitations in spinor BECs, a number of interesting questions are still outstanding. In particular, perhaps the most relevant question from a mathematical point of view involves acquiring a rigorous explanation of why the first critical speed does not seem to be explored by the system, contrary to what is found in the two-component case analyzed in Ref. [27]. Another direction of potential interest could be to explore in this multicomponent system what would happen if the speed of the defect becomes considerably larger than the critical speed, in which case, and in the one-component setting, a convective stabilization of oblique dark solitons has been reported [33]. Also interesting would be to study the formation of shock waves [34] in the spinor systems. Work along these directions is currently in progress and will be reported in future publications.

FIG. 6. (Color online) Vortex ring formation in the supercritical 3D setting. Panels (a)–(e) depict isodensity contours corresponding to $|\psi_0|^2=0.3$ at the indicated times. Note that the extent of the moving defect is clearly visible in these panels (it corresponds to the rightmost flat oval shape that is created by the atomic density depletion due to its presence). Panel (f) shows typical isocontours of the norm of the vorticity of $\psi_0$ at times $t=12, 14, \ldots, 30$ (left to right). In this case we use a defect with $w_y=8, w_z=4, a=2$, and speed $s=0.8>c_2$.

FIG. 7. (Color online) Similar to Fig. 6 but for a slightly larger defect speed $s=1>c_2$. The top row of panels depicts the isodensity contours of $\psi_0$ while the bottom row depicts the respective vorticity isocontours. Note the successive nucleation of two vortex rings. The first one shrinks and collapses into itself between $t=22$ and $t=23$ while the second ring deforms and eventually splits into two separate vortex rings between $t=29$ and $t=30$. 
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