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Chapter 4 Solving Ordinary Differential Equations

EIGENVALUES OF 2 x 2 MATRICES

We now discuss how to find eigenvalues of 2 x 2 matrices in a way that does not depend
explicitly on finding eigenvectors. This direct method will show that eigenvalues can
be complex as well as real. _

We begin the discussion with a general square matrix. Let A be an 7 x n matrix.
Recall that & € R is an eigenvalue of A if there is a nonzero vector v € R” for which

Av = Av. (4.8.1)
The vector v is called an eigenvector. We may rewrite (4.8.1) as
(A=Al )v=0.

Since v 18 nonzero, it follows that if A is an eigenvalue of A, then the matrix A — A/,
is singular.

Conversely, suppose that A — L] is singular for some real number A. Then The-
orem 3.7.8 implies that there is a nonzero vector v € R" such that (A — A7 )v = 0.
Hence (4.8.1) holds and A is an eigenvalue of A. So, if we had a direct method for
determining when a matrix is singular, then we would have a method for determining
eigenvalues.

Characteristic Polyniomials

Corollary 3.8.3 states that 2 x 2 matrices are singular precisely when their determinant
is 0. It follows that 4 € R 1s an eigenvaiue for the 2 x 2 matrix A precisely when

det(A — A1) = 0. (4.8.2)

We can compute (4.8.2) explicitly as follows: Note that

L, f{fa—Xi b
A—A[z—( . dmk)‘

Therefore

det(A — ML) = (a — 2)(d — ) — be
= A" — (a + d)r + (ad — bo). (4.8.3)

Definition 4.8.1 The characteristic polynomial of the matrix A is
p,(A) =det(A — Al).

For an 7 x n matrix A = (“u‘)’ we detine the rrace of A to be the sum of the
diagonal elements of A; that is

tr(A) =a,,+ - +a

Tt

{(4.8.4)



4.8 Eigernvalues of 2 x 2 Matrices 163

Thus, using (4.8.3), we can rewrite the characteristic polynomial for 2 x 2 matrices as
P2 = 17— tr(A)r + det(A). (4.8.5)

As an exarnple, consider the 2 x 2 matrix

23
Aw(14). (4.8.6)
Then
2 3
A""“ﬁ‘(l 4-x>
and

P =02-0E -2 ~3=2"~6)+5.
It is now easy to verify (4.8.5) for (4.8.6).

Eigenvalues

For 2 x 2 matrices A, p,(4) is a quadratic polynomial. As we have discussed, the rea)
roots of p, are real eigenvalues of A. For 2 x 2 matrices we now generalize our first
definition of eigenvalues, Definition 4.7.1, to include complex eigenvalues.

Definition 4.8.2  An eigenvalue of A is a root of the characteristic polynomial p,.
Suppose that A, and A, are the roots of p,- Itfollows that
Pa0Y = 0= A0 = 2y) = 22— G, 4 )+ 2 s, (4.8.7)
Equating the two forms of P, (4.85) and .(4.8.7) shows that

tr(A) = &, + A, 4.8.8)
det(A) = A 2,. (4.8.9)

Thus, for 2 x 2 matrices, the trace is the sum of the eigenvaiues and the determinant
is the product of the eigenvalues. In Theorems 8.2.4(b) and 8.2.9 we show that these
statements are also valid for n x n matrices.

Recall that in example (4.8.6) the characteristic polynomial is

PAA) =2 —6L+5= (L -5~ 1).

Thus the eigenvalues of A are Ay = land A, =5, and identities (4.8.8) and (4.8.9) are
easily verified for this example.
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Next we consider an example with complex eigenvalues and verify that these
identities are equally valid in this instance, Let

()

py(h) =37 — 6L+ 11.

The characteristic polynomial is

Using the quadratic formula, we see that the roots of p 5 (that 1s, the eigenvalues of B)
are

by =3+iv2 and x,=3-iV2

Again the sum of the eigenvalues is 6, which equals the trace of B, and the product of
the eigenvalues is [ 1, which equals the determinant of B.

Since the characteristic polynomial of 2 x 2 matrices is always a quadratic poly-
nomual, it follows that 2 x 2 matrices have precisely two eigenvalues—inciuding mul-
tiphicity. Properties of these eigenvalues are described as follows. The discriminant
of A is

D = [tr(A)]? — 4det(A). (4.8.10)

Theorem 4.8.3 There are three possibilities for the two eigenvalues of a 2 x 2 matrix
A that we can describe in terms of the discriminant:

(@) The eigenvalues of A are real and distinct (D > 0).

(b) The eigenvalues of A are a complex conjugate pair (D < 0),

(c) The eigenvalues of A are real and equal (D = 0).

Proof: We can find the roots of the characteristic polynomial using the form of p A
given in (4.8.5) and the quadratic formula. The roots are

tr(A) £ VD

% (tr{A) + \/{tr(,«a)]2 — 4deE(A)) - :

The proof of the theorem now follows. If 2 > 0, then the eigenvalues of A are real and
distinet; if D < 0, then the eigenvalues are complex conjugates; and if D = 0, then the
eigenvalues are real and equal. *

Eigenvectors

The following lemma contains an important observation about eigenvectors:
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Llemma 4.8.4 Every eigenvalue » of a 2 x 2 matrix A has an eigenvector v. That is,
there is a nonzero vector v € C° satisfving

Av = v,
Proof: When the eigenvalue A is real, we know that an eigenvector v € R” exists.
However, when A is complex, we must show that there is a complex eigenvector
v € €%, and this we have not yet done. More precisely, we must show that if A is a

complex root of the characteristic polynomial p 4 then there is a complex vector v such
that

(A—rL)v =0.

As we discussed in Section 2.5, finding v is equivalent to showing that the complex

malrix
a— i b
A_kﬁm( c d~k)

is not row equivalent to the identity matrix; see Theorem 2.5.2. Since a is real and A is
not, @ — A 7 0. A short calculation shows that A — 21, is row equivalent to the matrix

b
1
a - A
0 pi)
a— A
This matrix is not row equivalent to the identity matrix, since p, (i) =0 *

An Example of a Matrix with Real Eigenvectors

Once we know the eigenvalues of a 2 x 2 matrix, the associated eigenvectors can be
found by direct calculation. For example, we showed previously that the matrix

23
2= (1)
in (4.8.6) has eigenvalues Ay =1and &, == 5 With this information we can find the
assoctated eigenvectors. To find an eigenvector associated with the eigenvalue A =1

compute
i 13
AwMgmA—Qz(MJ.

It follows that v, = (3, —1}' is an eigenvector, since

(A— Ly, =0.
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Similarly, to find an eigenvector associated with the eigenvalue ., = 5 compute

A—A,_,szA-—ﬁzm(““:’ m';’)

It follows that v, = (1, 1)" is an eigenvector, since
(A—5L)v, =0.

Exampies of Matrices with Complex Eigenvectors

0 —1
a=(175):
Then p, (1) = 27 + 1 and the eigenvalues of A are +i. To find the eigenvector v € C*

whose existence is guaranteed by Lemma 4.8.4, we need to solve the complex system
of linear equations Av = iv. We can rewrite this system as

—i -1 U '
(2 ()=o
Y = (; ) (4.8.11)

1s a solution. Since the coefficients of A are real, we can take the complex conjugate
of the equation Av = iv to obtain

Let

A calculation shows that

AV = —iD.

()

is the eigenvector corresponding to the eigenvalue —i. This comment is valid for any
complex eigenvalue.
More generally, let

Thus

A= (" “""""), (4.8.12)
where v % 0. Then

EJA(;\) - }\-2 — 2 A —-E—G"E e IQ
=~ (o +ith— {0 —i1)),
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and the eigenvalues of A are the complex conjugates o +ir. Thus A has no real
eigenvectors. The complex eigenvectors of A are v and %, where v is defined in
4.8.11).

HAND EXERCISES —

b A 4
2 3
. . s . . . 1 4
not invertible? Note: These values of A are just the eigenvalues of the matrix .

23

In Exercises 2-5, compute the determinant, trace, and characteristic polynomials for the given 2 x 2
THAaix.

2(o) (30 () (29

In Exercises 6-8, compute the eigenvalues for each 2 x 2 matrix.

- (53) n(75) = (327)

1. For which values of 2 is the matrix

9,
(a) Let A and B be ? x 2 matrices. Using direct calculation, show that
trlAB) = r(BA). {4.8.13}
(b) Now let A and B be n x n matrices. Verify by direct calculation that (4.8.13) is stili
valid.
o
COMPUTER EXERCISES )

In Exercises 10-12, use the program map to guess whether the given matrix has real or complex
conjugate eigenvalues. For each example, write the reasons for YOur guess.

0.97 ~0.22 0.97 0.22 04 —14
10. 4= (0.22 0.97) . 8= (0.22 0.97) 12. 0= (E.ﬁ 0.5)

In Exercises 13-14, use the program map to guess one of the ei genvectors of the given matrix. What

is the corresponding eigenvalue? Using map, can you find a second eigenvalue and eigenvector?
24 2 -]

13 A= 20) 14,3;(0.25 1)

Hint Use the feature rescale in the MAP Options. Then the length of the vector is rescaled to 1

after each use of the command map. In this way you can avoid overflows in the computattons while

still being able 1o see the directions where the vectors are moved by the matrix mapping.

15. The MATLAB command e1g computes the eigenvalues of matrices. Use e g to compute the
234 143
b3 e '

eigenvalues of 4 = (




